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Abstract.

We obtain new criteria for a normal projective variety to be
projective n-space. Our main result asserts that a normal projective
variety which carries a closed, doubly-dominant, unsplitting family
of rational curves is isomorphic to projective space. An immediate
consequence of this is the solution of a long standing conjecture of
Mori and Mukai that a smooth projective n-fold X is isomorphic
to P™ if and only if (C,—Kx) > n 4+ 1 for every curve C on X.
As applications of the criteria, we study fibre space structures and
birational contractions of compact complex symplectic manifolds.
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Introduction

Projective n-space P™ is the simplest n-dimensional algebraic vari-
ety and can accordingly be characterized in various ways. The main
objectives of the present paper are:

A. To establish new characterizations of projective n-space in such
a way that all the known characterizations are thereby system-
atically explained;

B. To apply our characterizations to morphisms from complex sym-
plectic manifolds;

and, as prerequisites to the above two,

C. To provide a self-contained exposition of basic theory of families
of rational curves, which is important for understanding detailed
structure of rationally connected varieties.

Let X be a projective variety and Chow(X) the Chow scheme (see
Section 1 below). Let S C Chow(X) be an irreducible subvariety and
prg : F — S the associated universal family.?

We say that F'is a closed family of rational curves if S is proper and
the fibre F, = pr™1(s) C {s} x X ~ X over a general point s € S is an
irreducible, reduced rational curve as an effective 1-cycle.> Any special
fibre of a family of rational curves is a 1-cycle supported by a union
of rational curves. A closed family of rational curves FF — S is called
mazimal if F' is a union of irreducible components of F’ for any family of
rational curves F’ O F. When every fibre F is irreducible and reduced
(as 1-cycles), we say that F' is unsplitting. A family of rational curves
F' is dominant if the natural projection pry : F' — X is surjective. F is

doubly dominant if prf,?xx : Fxg FF— X x X is surjective.

2F € 8 x X is a Zariski closed subset with equidimensional fibres over
S. The family F' is proper over S, but not necessarily flat. Although we give
a brief overview on Chow schemes and the associated universal families in
Section 1, we refer the reader to [Kol] for full exposition and discussion.

3However, the scheme theoretic fibre Fs can contain 0-dimensional em-
bedded components.
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Main Theorem 0.1. Let X be a normal projective variety defined
over the complex number field C (or over an algebraically closed field of
characteristic zero). If X carries a closed, maximal, unsplitting, doubly
dominant family prg : F' — S of rational curves, then X is tsomor-
phic to projective n-space P", and F is the family of the lines on X
parameterized by the Grassmann variety S = Grass(P", 1).

Roughly speaking, this theorem means that X is a projective space
if and only if its two general points can be joined by a single rational
curve of minimum degree (i.e., a line) with respect to a polarization of
X. If we impose a slightly weaker condition than in Theorem 0.1, we
have the following result.

Theorem 0.2. Let X be a normal projective variety of dimension
n over C and = a prescribed general point on it. Let prg : F' — S be a
closed, maximal, doubly-dominant family of rational curves on X, and
write F'(x) — S{x) for the closed subfamily consisting of curves passing
through x. If F(x) is unsplitting, then X is a quotient of P™ by a finite
group action without fized point locus of codimension one. In particular,
X is P™ if it is smooth.

A smooth projective variety X is said to be a Fano manifold if its
anticanonical divisor —Kx is ample. Our Main Theorem 0.1 yields a
simple numerical criterion for a Fano manifold to be projective space in
terms of the length I(-) of rational curves:

Corollary 0.3 (Conjecture of Mori and Mukai). Let X be a smooth
complex Fano n-fold. Put

I(X) = min{(C, —Kx); C C Xis a rational curve}.

Then X is isomorphic to P™ if and only if (X) > n+ 1.

Our criterion ( Theorem 0.1), stated in terms of geometry of rational
curves, is strong enough to yield a whole series of characterizations of
projective n-space expressed in very different languages:

Corollary 0.4. Let X be a complex projective manifold of dimen-
ston n and zo € X a general point. Then the following fourteen condi-
tions are equivalent:

1. X ~P™

2. Hirzebruch-Kodaira-Yau condition [HK]: X is homotopic to P";

3. Kobayashi-Ochiai condition [KO]: X is Fano and ¢1(X) is di-
visible by n + 1 in H*(X,Z);

4. Frankel-Siu-Yau condition [SY]: X carries a Kdhler metric of
positive holomorphic bisectional curvature;
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5. Hartshorne-Mori condition [Mol]: The tangent bundle © x of X
1s ample;

6. Mori condition [Mol]: X is uniruled and © x|c is ample for an
arbitrary rational curve C on X;

7. Doubly transitive group action: The action of Aut(X) on X is
doubly transitive;

8. Remmert-Van de Ven-Lazarsfeld condition [La]: There exists a
surjective morphism from a suitable projective space onto X

9. Length condition: (C,—Kx)>n+ 1 for every curve C on X;

10. Length condition on rational curves: X s uniruled and
(C,—Kx) > n+1 for every rational curve C on X;

11. Length condition on rational curves with base point: X is unir-
uled and (C, —Kx) > n+1 for every rational curve C containing
the prescribed general point xo;

12. Double dominance condition on rational curves: X is uniruled
and every reduced irreducible rational curve on X is a member
of a doubly dominant family of rational curves;

13. Double dominance condition on rational curves of minimum de-
gree: X is uniruled and a rational curve of minimum degree
(with respect to an arbitrary fized polarization) on X is a mem-
ber of a doubly dominant family of rational curves;

14. Dominance condition on rational curves with base point: Fvery
rational curve C passing through xq is a member of a dominant
family F = {C;} of rational curves {C.} passing through the
base point xg.

Although our result (Theorem 0.1) is far stronger than the results
known before, we are not completely independent of the preceding works.
Our basic strategy is in fact very similar to the argument used in [Mol].
Given a closed, unsplitting, doubly dominant family F' — S of rational
curves, consider the subfamily F{x) — S(z). We prove that the pro-
jection pry : F(x) — X is actually the blow-up Bl,(X) of X at z, the
base variety S(z) being isomorphic to the associated exceptional divisor
E, ~Ppr 1

If one knows that every point of S{z) represents a curve smooth at
x, then the birationality of pry follows from an elementary argument
(see Proposition 2.7 below). But it is by no means obvious that this
smoothness condition is always satisfied. On the contrary, when S(z)
happens to contain a point which represents a curve singular at x, then
F(z) is never birational to X. Thus we need to rule out the existence of
such bad points in S, which is done with the aid of a theorem of Kebekus
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(Theorem 3.10) saying that no point of S can represent a curve which
has a cuspidal singularity at the base point x.

Our characterization of projective n-space (Theorem 0.1) provides
intriguing information on complex symplectic manifolds. Given a
compact complex symplectic manifold Y of dimension 2n and an
arbitrary non-constant morphism f : P! — Y, one can show that
dim{g Hom(P*,Y") > 2n+ 1. If one knows that f;(P') stays in a fixed n-
dimensional subvariety X C Y for any (small) deformation f; of f, then
the Main Theorem 0.1 implies that the normalization of X is necessarily
P™. This is indeed the case in some important situations, imposing very
restrictive constraints on fibre space structure of, or birational contrac-
tions from, complex symplectic manifolds. Specifically, we completely
understand the symplectic resolutions of a normal projective variety with

only isolated singularities. For precise statements, see Theorems 7.2, 8.3
and 9.1 below.

This paper is organized as follows:

Part I, consisting of three sections, is a review of general theory
concerning families of rational curves on projective varieties. This the-
ory is expected to be a useful tool to analyse the structure of uniruled
varieties. We need here nothing very special; almost every result derives
from well known geometry of ruled surfaces modulo general theory of
Chow schemes and deformation.

In Section 1, we recall basic concepts and facts necessary for, and/or
closely related to, the family of rational curves. Most results there are
more or less known to experts, yet they are included for the coherence
of the account and for the convenience of the reader.

Section 2 discusses unsplitting families of rational curves. The un-
splitting condition is a very strict constraint on the family, and we obtain
various estimates of the dimension of the parameter space S.

Section 3 is the survey of a recent result by Kebekus [Kel] and [Ke2]
on unsplitting families of singular rational curves. It asserts among other
things that, if F' — S is an unsplitting family of rational curves on a
projective variety X, then no member C of S has a cuspidal singularity
at a general fixed point x € X.

Part II (Sections 4 and 5) treats characterizations of projective n-
space. The Main Theorem 0.1 as well as Theorem 0.2 is proved in
Section 4. Given a closed, doubly-dominant family of rational curves
F — S which is unsplitting at a general point z (i.e., we assume that the
subfamily F(z) — S(z) is unsplitting), we argue that the normalization
of F(z) is isomorphic to a one-point blow up of P".
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The relationship between the various conditions in Corollary 0.4 is
discussed in Section 5.

Part IIT (Section 6 through 9) contains applications of the Main
Theorem to compact complex symplectic manifolds.

In Section 6, we review generalities on compact complex symplectic
manifolds. One of the key observations is that any holomorphic map
from a rational curve to a 2n-dimensional symplectic manifold moves in
a family with at least 2n 4 1 independent parameters.

The first application of our Main Theorem is to fibre space structure
of primitive complex symplectic manifolds. Matsushita [Mats] showed
that, if such a manifold has a nontrivial fibre space structure, it must
be a Lagrangian torus fibration over a QQ-Fano variety. In Section 7, we
see that the base space is necessarily a projective space, provided the
fibration admits a global cross section.

The second application is to birational contractions. Let Z be a
compact complex symplectic manifold of dimension 2n and f : Z2 —
7 a birational contraction to a normal variety. Let E; C Z be an
irreducible component of the exceptional locus and B; C Z its image.
Then we verify that the base variety B; is again a symplectic variety of
dimension 2(n —a;) (possibly with singularities) and a general fibre X of
the projection F; — B; is a union of copies of projective a;-space. In case
a; > 1, X is indeed a single smooth P?%¢, and the local analytic structure
of f: Z — Z is uniquely determined on a small open neighbourhood of
X in Z. In order to simplify the argument, we first deal with isolated
singularities (Section 8) and then general singularities (Section 9). One
of the key results (unramifiedness of the normalization) is proved in
Section 10.

Throughout the article, all schemes are assumed to be separated.
Schemes and varieties are usually defined over C, or, more generally, over
an algebraically closed field k of characteristic zero. The assumption on
the characteristic is made because we use Sard’s theorem in an essential
way. As far as the authors know, it is still an open problem if our results
(Theorems 0.1 and 0.2) stay true in positive characteristics.
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Notation

In the present work, standard notation in algebraic geometry is
freely used. For instance, Hom(Y, X), Chow(X) and Hilb(X) stand for
the Hom scheme, the Chow scheme and the Hilbert scheme parameteriz-
ing the morphisms, the effective cycles and the subschemes, respectively.
A curve C' C X or a morphism f : Y — X is denoted by [C] or [f] when
viewed as an element of Chow(X) or Hom(Y, X).

We list below some of the ad hoc symbols which frequently appear
in the article.

— @ and e° generally stand for the normalization and the closure
of e.

— Ve : ® — o will denote the normalization map.

— S': aclosed subset of Chow(X) consisting of (unions of) rational
curves.

— S(x) : the closed subset of S consisting of members which pass
through a prescribed closed point = € X.

— F, F(z) : the family of rational curves on X parameterized by
S and S(z).

- prg: F — S, pry : F — X : the natural projections.

— F, S, F(z), S(z): the normalizations of F, S, F{x), S{
natural projections prg : F — S, Pr5(y) ° F(z) —
pry : F,F(z) — X.

— Bly(X): the blowup of X along a closed subscheme Y.

— Ey: the exceptional divisor on Bly (X).

— prg : F(z) --» X = Bl,(X) : the natural rational map induced
by the X-projection pry : F(z) — X.

with

z),
S(a),
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PART I. Families of Rational Curves on Projective Varieties

1. Review of basic concepts and results

In this section, we recall basic concepts and results such as deforma-
tion theory, Chow schemes and Mori’s bend and break technique. Noth-
ing very special or new appears here and experts can skip the whole
section.

A. Cotangent sheaves, Zariski tangent spaces and infinitesimal
deformation of morphisms

Let A be a scheme and X an A-scheme (assumed to be separated as
usual). The diagonal A = Ax/4 C X x4 X is a closed subscheme defined
by the ideal sheaf Jo. We regard Ox« ,x = Ox ®p, Ox as a left Ox-
module via the multiplication to the first factor. 32, k=0,1,2,... are
naturally Ox-modules. We have a canonical direct sum decomposition
of Oxx,x = 3& into the direct sum Ox @ Ja as a left Ox-module
by virtue of the two canonical homomorphisms pr] : Ox — Oxx , x,
resta : OXXAX — Op ~ Ox.4

The coherent sheaf Ja /J% is called the sheaf of Kdhler differentials
or the sheaf of relative 1-forms, and denoted by 0} /A On a flat A-

scheme X, Q3 /a8 locally free if and only if X is smooth over A, and in

this case Q3 /A is often called the relative cotangent bundle over A. When
A is the spectrum of an algebraically closed field, we usually abbreviate
Qﬁ( /A to QL.

Explicit local description of Q‘IX /A is as follows. Let t1,...,tx be
generators of the O 4-algebra Ox, with relations (or defining ideal) J.
As an O4-module, Ox ®p, Ox is generated by the t; ® 1 and 1 ® ¢;,
with obvious relations u® 1 =1Qu=0forue Janda® 1 =1Q®a for
a € O4. The ideal Ja is generated by v®1 -1 ® v, v € Ox, and so is
72 by

v®l1-10v)(wel-1Qw)
=Rl —vQuw—-—wv+1RQvw
=v(wRl-1Quw)+ww®1-1Qv) — (vw®l -1 vw).

Given v € Oy, let dv denote the equivalence class of v® 1 — 1 ® v
modulo J4. Then the Ox-module Q& /A is generated by dv, v € Ox
with relations d(vw) = vdw + wdv, v,w € Ox and da = 0 for a €
O4. Eventually we conclude that the Ox-module Q}X /A is generated

“The direct sum decomposition of a ® b is given by (ab,a ® b — ab® 1).
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by dty,...,dty as an Ox-module, with two relations d(¢;t;) = t;dt; +
tjdti, ti,t; € Ox and du = 0,u € Oy4.

Let f: Y — X be an A-morphism between A-schemes. Then we
have a commutative diagram

Ayja —— Axya

| |

Y XaY — X x4 X,

which induces a natural Ox-homomorphism Q,lx /A" f*Q§, /4 OT, equiv-
alently, an Oy-homomorphism df* : f *Qk /A= Q%, n called the differ-
ential of f.

For an arbitrary closed embedding f : Y < X, the differential d f*
is a surjection by the above description of Q!.

When A is the spectrum of an algebraically closed field k of charac-
teristic zero and f is a dominant morphism between smooth k-varieties,
we have the following

Theorem 1.1 (Sard’s theorem). Let k be an algebraically closed
field of characteristic zero. Let X and Y be smooth k-varieties and
f:Y — X a dominant morphism. Then there exists a non-empty open
subset U C X such that df* : f*Q% — Q1 is everywhere injective on
f~YU). Put in another way, a general fibre of f is smooth.

Let k£ be an algebraically closed field and let A be Spec k; thus X is
a k-scheme. Let z be a k-valued point defined by an maximal ideal 9.
Choose a generator t,...,txy of Ox , such that they form a k-basis of
OM/M?. Then (Ox /M) ®p, Nk is precisely kdt, @ - - ® kdty =~ I /MN?
as a k-vector space.

Given a k-valued point x of the k-scheme X, the Zariski tangent
space O x , of X at z is, by definition, the set of the k-morphisms

f : (Spec k[e]/(¢)?, Spec k[e]/(e)) — (X, z)

between the pointed k-schemes or, equivalently, the set of the k-algebra
homomorphisms v : Ox — k[e]/(e?) such that v mod (g) is equal to the
evaluation map v, : Ox — k at z. By the correspondence v — (v—1v;) :
Ox — ek, ©x ; is naturally identified with

Homy (M, /M2, k) ~ Homy (k(z) ® Q%, k(z)).

(In particular, if Y C X is a closed subscheme, there is a natural in-
jection Oy, C ©x 4 for a k-valued point = on Y.) Grothendieck [Gro]
generalized this standard fact as follows.
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Proposition 1.2. Let X and Y be k-schemes and let f
Spec kle]/(e?) X Y — X be a k-morphism. There is a natural corre-
spondence f — O.f € Homo, (f*QL%,0y), where f : Y — X is the re-
striction of f to Y = Spec kle]/(e)xY . Given a k-morphism f:Y — X,
the above gives a one-to-one correspondence between the set of the lift-
ings of f to morphisms f : Spec k[e]/(€?) x Y — X and the k-vector
space Homp,, (f*Q5, Oy).

Proof. The topological space Spec k[e]/(¢2) x Y is identical with
Y, and hence a k-morphism f is uniquely determined by the continuous
map f and a k-algebra homomorphism f* : Ox — (k[e]/(e?)) ® Oy
such that f* mod (g) = f*. By the standard embedding k — k[e]/(2),
we regard f* as a ring homomorphism to k[e]/(¢?) ® Oy.

Consider the natural two k-morphisms

(£, £),(f. f) : Spec k[e]/(e)* x Y — X x X

and the associated k-algebra homomorphisms

o f - Ox @ Ox — (klel/(€2)) ®k Oy,
a®b— fraf*b, f*af*b.

By construction, they satisfy

(- £)0a) =0
(f*- f*)(3a) C Oy,
(f*-f = r-f)oxe1)=0
Hence f* - f* — f*- f* is an Ox-linear map from Q% C (Ox ® Ox)/JFA

to eOy. Then 8. f is defined to be e M fr—fr- f*) Given da =
a®1-1®ac L, ae Ox, we have the explicit formula

edf(da) = (f*- f = f*- f)a®1-1®0)
fH(e)f*(@) = ) (@) = fH@f () + f (1) f* (@)
(@) = f*(a).

Conversely, given 8, f : Q% — Oy and a € Ox, we define f*(a) =
f*(a) + 0. f(da). f* is in fact a ring homomorphism because

F*(aB) = f* () f*(B) + ef* ()0 F(dB) + ef*(8)0: f(da)
= (f*(e) + 0. f(de)) (f*(8) + €8- £(dB))
= f*(a)f*(8) mod (¢*).

I
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Thus 8, f uniquely determines the morphism f. Q.E.D.

The k-vector space ©x , can be viewed as an Ox-module through
the natural surjection Ox — k(z) ~ k, and hence there is a natural
Ox-homomorphism 7% := Home, (2%,0x) — Ox,. This map is,
however, not a surjection in general. When X is smooth, we write © x
instead of 7 and call it the tangent sheaf of X. In this special case, the
Zariski tangent space © x , is naturally identified with k(z) ®o, Ox.

Corollary 1.3. Let X,Y and T be k-schemes and f :T'xY — X
a k-morphism. Given a k-valued point t € T, let fy : Y — X denote
the restriction of f to {t} x Y. Then there exists a natural k-linear map
(Kodaira-Spencer map)

8T,t.f: 6T,t - HOmOy (ft*QkaOY)-

If T s smooth, then the Kodaira-Spencer maps define a natural Orp-
linear map

drf : Op — (pry) Hom(f*Q%, Opyy).

B. Hilbert schemes, Chow schemes and Hom schemes

Let A be a connected scheme. Let X be a flat, projective A-scheme
with an A-ample line bundle L. Consider an arbitrary A-scheme T and
a T-flat closed subscheme Y C T x 4 X. For each integer m and for each
point t € T, the Euler characteristic x(Yz, Oy,(mL)) of the fibre Y; over
t is well-defined. If m is fixed, then it is a locally constant function on
T. If we fix a connected component Ty of T', it is a polynomial function
in m of degree dim Y /T, with coefficients in the rational numbers, and
is called the Hilbert polynomial (of Y over the connected component).

Take a polynomial h = h(m) with rational coefficients. The corre-
spondence

T — Hilb, 4(T)
:= {T-flat closed subscheme C T x 4 X with Hilbert function h(m)}

defines a contravariant functor from the category of A-schemes to the
category of sets. Indeed, if 77 — T3 is an A-morphism and Y C Ts x4 X
is a Ty-flat closed subscheme with Hilbert polynomial h, then the pull-
back of the family or, equivalently, the base change, Th x1, Y is a T1-flat
closed subscheme of T} x 4 X with the same Hilbert polynomial. A fun-
damental result of Grothendieck [FGA] is that this contravariant functor
is representable by the Hilbert scheme Hilb™(X/A):

Theorem 1.4. Let the notation be as above. For a given polyno-
mial h = h(m) € Q[m], there exist a projective A-scheme Hilb"(X/A)
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and a Hilb"(X/A)-flat closed subscheme UM(X/A) C Hilb"(X/A) x4 X
which has the following universal property:
(Univ) Given an arbitrary A-scheme T and arbitrary Y € Hilb’y 1a(T),

there ezists a unique A-morphism T — Hilb™(X/A) such that
Y =T Xy (x/4) U"(X/A).

In particular, Hilb(X/A) = ][, Hilb"(X/A) is a countable union of
projective A-schemes parameterizing the closed A-subschemes of X.

In the following, we take A to be Spec k, k£ being an algebraically
closed field. In this specific case, we simply write Hilb(X) instead of
Hilb(X/Spec k). Hilb"(X)(k) is the set of closed k-subschemes of X
with Hilbert polynomial h.

If Y is a closed subscheme of (pure) dimension m, we can view Y as
an effective m-cycle by forgetting the scheme structure of Y. As for the
space of effective cycles, we have also the universal family parameterized
by the Chow scheme. ’

Theorem 1.5. Let (X, L) be a polarized projective variety (i.e.,
a pair of a projective variety and an ample line bundle on 1it).
The set of effective m-cycles of degree d on X 1is uniquely parame-
terized by the k-points of the Chow scheme Chow? (X), a reduced,
seminormal,’ projective k-scheme. The product Chow® (X) x X carries
the effective cycle Unive, (X) which has the following universal property.®
If there is a family of effective m-cycles of degree d parameterized by a
seminormal k-scheme S (i.e., if there is a closed subset F' C S x X such
that every closed fibre Fs is an m-cycle of degree d in X), then there
ezists a unique k-morphism S — Chow® (X)) such that the family is the
pullback of Unive (X).

For the proof, see Kollar [Kol, Theorem 3.21].

The relationship between Hilb(X) and Chow (X)) is messy in general.
However, if a closed subscheme Y C X is integral, we have a natural
set theoretic one-to-one correspondence between the two schemes near
[Y] (which can be viewed also as an effective cycle). Hence, if in addi-
tion Hilb(X) is smooth at [Y], Hilb(X) and Chow(X) are canonically
isomorphic near [Y] by seminormality of Chow(X).”

®A k-scheme S is seminormal iff any birational, bijective morphism S’ —
S is an isomorphism. For instance, an ordinary node is seminormal, while a
cusp is not.

®N.B.: UnivZ,(X) is usually not flat over Chowd, (X).

"Notice that there is a uniquely determined morphism Hilb(X) —
Chow(X) near [Y] thanks to the universal property of Chow.
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A useful sufficient condition for Hilb(X) to be smooth at [Y] is the
following

Theorem 1.6 (Grothendieck [FGA]). Let X be a k-variety and
Y a closed subscheme defined by an ideal Jy C Ox. Assume that the
conormal sheaf Jy /T2 is a locally free Oy-module® (i.e., Y is locally
complete intersection in X). Then the Zariski tangent space of Hilb(X)
at the point [Y] is canonically isomorphic to Home, (Jy /3%,0y) ~
H°(Y, 3y /32)*). Hilb(X) is smooth at [Y] if the obstruction space
H' (Y, 3y /3%)*) vanishes.

While the subschemes and the effective cycles are parametrized
by the Hilbert scheme and the Chow scheme, the morphisms are
parametrized by the Hom scheme. Let X and Y be projective k-schemes.
The graph of a k-morphism f : Y — X determines a closed sub-
scheme I'y C Y x X isomorphic to Y via the first projection, and wvice
versa. Thus the set of morphisms Hom(Y,X) = {f : ' Y — X} is a
locally closed subset of Hilb(Y x X) in an obvious way, and as such a
countable union of quasiprojective schemes. Given specified base points
z € X,y € Y, we denote by Hom(Y, X ; y — =z) the closed subset
{[f]; f(y) = 2} C Hom(X,Y). The basic properties of the Hom scheme
Hom(Y, X) are summarized as follows:

Theorem 1.7. Let X and Y be projective k-schemes.

(1) Let (S,0) be a k-scheme with a specified k-valued point and
f:Y = X ak-morphism. Let f : SxY — X be a morphism
such that f‘{o}xy is identical with f (i.e., f is a deformation of f
parameterized by S). Then there is a natural linear map k : Og, —
Homoe,, (f*Q%,0y), called the Kodaira-Spencer map. If f is a defor-
mation with a base point y (i.e., if f(S x {y}) is a single point x € X),
then k(©s,,) C Home, (f*Q%,7,), where J, is the ideal sheaf defining
y €Y. When S is smooth, then there is a natural Og-homomorphism
k:©Og — prg,Homog,, (f*Q%, Osxy).

(2) When X is smooth, the Kodaira-Spencer map k gives natural
identifications

OHom(y, x),(f] ~ H (Y, f*Ox),
OHom(Y, X yz),[f] = HO(Y, J,f O0x).

8When the conormal sheaf Jy /3% is a locally free Oy-module, the dual
locally free sheaf (Jy /J%)* is called the normal bundle of Y in X and is
denoted by Ny/X.
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If HY(Y, f*©x) [resp. H'(Y,3,f*Ox)| vanishes, then the k-scheme
Hom(Y, X) [resp. Hom(Y, X;y — z)| is smooth at [f].

(3) The formal neighbourhood of [f] in Hom(Y,X)
[resp. Hom(Y, X;y +— )] is isomorphic to a subvariety in the
vector space HO(Y, f*Ox) [resp. H°(Y,J,f*Ox)] defined by at most
dim HY (Y, f*@x) [resp. dimH'(Y,J,f*Ox)] equations. In particular,
we have the following estimate of the local dimensions of Hom schemes:

dim{;) Hom(Y, X) >dim H°(Y, f*©x)—dimH' (Y, f*©x),
dim{;y Hom(Y, X;y + z) >dim H(Y, 3, f*© x) —dim H' (Y, J, f*O x).

More precisely, the dimension of each irreducible component has the es-
timate as above at [f].
(4) When Y is a complete curve, we have

dimfs Hom(Y, X) > —deg f"Kx + (dimX)X(Y, Oy),
dims Hom(Y, X;y — z) > —deg f*Kx + (dim X ) (x(Y,Oy) — 1).

The statements (1) and (2) essentially follow from Corollary 1.3
together with the definition of the Hom schemes. For details of the
proof, see [Gro, Exposé III, (5.6)]. The statement (3) is derived from
the analysis of the obstruction spaces H' (Y, f*©x), H' (Y, 3, f*Ox) (see
[Mol, Section 1]). Once (3) is established, Riemann-Roch for vector
bundles on curves yields (4).

C. Bend and Break

In this subsection, everything is defined over an algebraically closed
field k£ of arbitrary characteristic.

Let C be a smooth projective curve, X a projective variety, and A
a smooth curve with a smooth compactification A°. Let py,ps € C be
two distinct k-valued points.

Let f : A x C — X be a morphism and let f; : C — X stand for
the restriction of f to {s} x C, where s is a k-valued point of A. Given
s € A(k), let (fs)«(C) denote the naturally defined 1-cycle on X.

Theorem 1.8 (Mori’s Bend and Break [Mol]). In the notation as
above, assume that dim f(A x C) = 2 and that f(A x {p1}) is a single
point. Then we can find a boundary point s € A\ A such that the
limiting cycle

lim (£,).(C) € Chow(X)

contains a rational curve as an irreducible component. Assume in addi-
tion that C is P! and that f(A X {p2}) is also a point. Then some limit
cycle s either reducible or nonreduced.
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Proof. The morphism f : A x C — X does not lift to a mor-
phism from A° x C to X. Indeed, if it did, the extended morphism
f¢: A% C — X would map the curve D; = A® x {p;} to a single
point. Let H be an ample divisor on X with support away from f¢(Dy).
Since f¢ has two-dimensional image, (fC*H)z > 0, while (fC*H, Dy) =0.
Then the Hodge index theorem says that D? is negative, which is obvi-
ously not the case (D; is the product A° x {p;}).

Thus we have to replace A° x C' by a suitable blown up surface Y in
order to extend f to a morphism fc :Y — X. Pick up (800,p) € A°x C
at which the surface Y is blown up. By construction, Y has a fibration
m:Y — A°, the fibre over s, is a union of C and several copies of P!,
and at least one of the copies is mapped onto a rational curve on X.
This proves the first statement.

Let us prove the second statement. In the above notation, put
m*(s) = Y. ms ;Y5 ;, which is an effective Cartier divisor on the smooth
blown up surface Y. If ¢ is general in A°, then 7~ 1(¢) = C ~ P, so that
Y- mg i (fs)«Ys,; is alimit cycle of (f;)«(C). Suppose that > ms i (fs)«Ys,i
is an irreducible reduced cycle for every s € A€. Then, for each s € A€,
there is a unique irreducible component Y ; with non-constant map to
X, and its coefficient m,; must be one. Renumber the indices so that
this unique component is Y; ¢. Since the extra components Y;;, ¢ > 0
are mapped to single points, we may blow down these components to
keep f¢ still well defined on the blown down surface Y.

The condition ms ¢ = 1 guarantees that the resulting Y’ is smooth.
Indeed, for the reducible fibre ) ms ;Y i, we see:

(1) KyYs; <0 if and only if Y;; is (—1)-curve; and
(2) Ky(z ms’iYs’i) = —2.

From this observation it follows that |JY; ,, contains a (—1)-curve #
Y, 0, and we can smoothly contract this extra curve. Repeating this
process, we eventually arrive at the smooth geometric ruled surface Y’
which preserves the distinguished component Y g.

On the surface Y’ thus obtained, the closure of A x {p;} gives a
section D), which is projected to a single point on X. Similarly as be-
fore, the pullback of an ample divisor fe*H, viewed as a divisor on Y7,
has positive self-intersection and is disjoint from the D;. Thus the two
distinct sections D/ on the complete geometric ruled surface Y’ — A€
have negative self-intersection. It is well known, however, that a geo-
metric ruled surface carries at most one effective curve of negative self-
intersection (see e.g. [BaPeVV]). This contradiction shows the second
statement. Q.E.D.
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2. Unsplitting family of rational curves

Definition 2.1. Let X be a projective variety.

A rational curve on X is by definition the image C' = f(P') of a
generically one-to-one morphism f : P! — X. Since the morphism f is
naturally recovered from the image C by identifying the normalization
of C with P!, the morphism f itself is sometimes called a rational curve.

Let S be an irreducible closed subvariety of Chow(X) and F' the
associated universal cycle parameterized by S. The family ' C S x X
(or the parameter space S when there is no danger of confusion) is said to
be a dominant family if the natural projection pry : F' — X is surjective.
F is a family of rational curves parameterized by S if a general point
s € S represents an irreducible, reduced rational curve. Any closed point
s of a family of rational curves represents a cycle supported by a union
of finitely many rational curves. Let S(z) C S denote the closed subset
parameterizing the cycles passing through a point z € X. A family of
rational curves F' — S is said to be unsplitting at x if every point of
s € S(x) represents an irreducible, reduced rational curve. Given an
open subset U C X, we say that F' (or S by abuse of terminology)
is unsplitting on U if F is unsplitting at every * € U. When F is
unsplitting at every point z € X or, equivalently, when every s € S
represents an irreducible, reduced rational curve, F' (or S) is simply
called an unsplitting family.

If a rational curve C has the minimum degree (with respect to an
arbitrary fixed polarization)

mindeg = min{degI';I" C X is a rational curve},

then an arbitrary family of rational curves FF C S x X — S which
contains C as a closed fibre is necessarily unsplitting. If C' 5 = has the
minimum degree among the rational curves passing through z, i.e., if

deg C' = min deg(z) = min{degI'; I C X is a rational curve through z},

then F is unsplitting at z.%
Theorem 1.8 asserts that any nontrivial family of irreducible rational
curves splits at x; whenever the family has two base points 1,22 € X.
An unsplitting family of rational curves has extremely simple struc-
ture after taking the normalization:

9 Actually, if degC' < 2mindeg or deg C < 2mindeg(z), then F is un-
splitting globally or at x.
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Theorem 2.2 (Kolldr [Kol, Theorem II. 2.8]). Let prg : FF — S
be a locally projective family of irreducible, reduced rational curves. Let
F and S denote the normalizations of F and S, respectively, with a
naturally induced projection prz : F — S. Assume that a general fibre
of Prg is smooth.'° Then Prg is a smooth morphism with every fibre
isomorphic to P1. More precisely, F' is an étale P'-bundle over S.

Proof. Let sg € S be an arbitrary closed point and we check that
prs is smooth over so. Since the statement is of local nature, we may
replace S by an arbitrary étale neighbourhood of so. Let s, € S be the
image of sg. By our hypothesis that every fibre of prg is equidimensional
and reduced, the projections prg and hence prg are smooth at the generic
points of the closed fibres prg'(s}), ﬁgl(so) ([Ko, 1.6.5]), and we may

further assume that prg admits three disjoint sections o; over S. Because
a general fibre of prg is smooth P!, these three sections give rise to a
(uniquely determined) rational map f : F' --» P! which sends o; to p; €
P!, (p1,p2,p3) = (0,1,00). For a general point s € S, we have Fy ~ P!
and the graph I'g of f Ifs is a well defined 1-cycle, thereby determining
a rational map ¢ : S --» Chow(F x P!). By taking a suitable birational
modification S* — S, we obtain a morphism ¢* : S* — Chow(F x P!)
and hence a family I'* — S* of effective 1-cycles on F' x P!. Let o7 :
S* — F* = 5% ><§F be the disjoint three sections induced by o;. By
construction, I'* contains the sections {(o}(s*),pi)}s+es*-

The two projections I'*, — F* and I'!, — P! are both of mapping
degree one for each s* € S*, and hence I'}, C F% x P! is either (a)
a union of fibres of the two projections or (b) a graph of a birational
morphism g« : P! — F% = F,, where s € S is the image of s* € S*.

The subset I'*, C F, x P! cannot contain all three sections
(c¥(s*),p;) in the former case (a), and only the second case (b) oc-
curs. Furthermore g« depends only on s € S. Indeed, the source P!
and the target F'; depends only on s, while g.«(p;) = o¥(s*) = 7:(s),
i = 1,2,3. Hence gsx = g3 if s7 and s; € S lie over the same point
s € S. Thus the morphism S* — Chow(F x P!) descends to a morphism
S — Chow(F x P!) by Zariski’s Main Theorem [Ha2, Corollary 11.4],
and the associated relative 1-cycle I' over S determines a birational mor-
phism S xP! — F, which is obviously finite. Since F is normal, we apply
Zariski’s Main Theorem once more to conclude that F and S x P! are
mutually isomorphic (over an étale neighbourhood of sg). Q.E.D.

10This condition is automatic if the characteristic of the ground field is
ZETO.
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This in particular means the following

Corollary 2.3. Assume that char k = 0. Let S C Chow(X) be a
locally closed subset such that the associated family F' — S consists of
irreducible, reduced rational curves on X. Let F, S and Hom(P', X) be
the normalizations of F', S and Hom(P', X). Then there ezist a normal
scheme M, a finite surjective birational morphism v : M — M onto a
locally closed subset M C Hom(P!, X) and a commutative diagram

|

MXIPI —_—
v

lprﬁ

M —

P

U ——
2
)

which makes M x P! — M equivariant Aut(P')-torsors (equivariant
principal Aut(P!)-bundles, in other words) over F — §S.

Proof. In general, given a normal variety Z and a morphism
h:Z — Hom(P!, X), there is a natural morphism 1 : Z — Chow(X)
by the correspondence z — f,([P!]), where [f] = h(z).

The algebraic group Aut(P') naturally acts on Hom(P!, X) from
the left by g([f]) = [f - 97!, f € Hom(P}, X), g € Aut(P!). If
M C Hom(P!, X) is an Aut(P!)-stable subset, then Aut(P!) acts also
on M, the normalization of M. It is clear that ¥(g([f])) = ¥([f])-

Given a family F — S as above, the normalization F is an étale
P!-bundle over S, so that the universal property of the Hom scheme
tells us that there is an étale local morphism o, : S — Hom(P!, X) if
we fix an étale local trivialization ¢ : F = § x P'. If . and «/ are two
local trivializations, then there exists an S-automorphism j of S x P!
such that «/ = 1o j, so that Autz(S x P')7, is independent of the
choice of local trivializations. Thus, by defining M to be the orbit
Aut5(S x P1)(0,(S)) C Hom(P!, X), we have a surjection ¢ : M — S,
closed fibres being isomorphic to Aut(P!). Q.E.D.

From the observation above and Mori’s Bend and Break (Theo-
rem 1.8), we derive the following dimension estimate for unsplitting
families:

Proposition 2.4. We assume that chark = 0. Let X be a projec-
tive variety with a closed point x and a closed subset Z C X off x. Let
prg: F'— S C Chow(X) be a closed family of rational curves parameter-

ized by an irreducible variety S, and pry the natural second projection.
Let F{x) — S(zx) [resp. F(xz,Z) — S(z,Z)] denote the closed subfamily
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consisting of curves passing through x [resp. both x and Z]|. Assume
that S(z) is non-empty. Then:
(1) We have a general dimension estimate

dim S <dim S(z) + dim pry(F) — 1,
dim S{z) <dim S(z, Z) + dim pry(F(z)) — dim(Z Npry(F(z))) — 1,

Moreover, there are open subsets U C pry(F), U C pry(F(z)) such
that, if x € U and Z Npry F(x) C U’, the above inequalities become
eualities.

(2) If F — S is unsplitting at x, then we have

dim S(z,Z) < dim(Z Npry(F(z))),
dim S < dim pry (F)+dimpry (F{z)) — 2 < 2dim X — 2.

Furthermore the projection pry : F(x) — X is finite over X \{z} (under
the condition that F is unsplitting at ).

Proof. Take a closed point 2’ € Z. By definition,

S(x) = prg(pry (z)),
S(x,z") = prg ((erIF(x))—l(x,))a

and the inequalities in (1) follow from standard dimension count. Under
the unsplitting condition, the Bend-and-Break theorem (Theorem 1.8)
shows that dim S(z,z’) < 0 for each 2’ € Z, whence follows the first
inequality in (2). When Z is a point z’, substitute dim S(z, Z) by 0 in
the inequalities in (1), and we get the second inequality in (2). The fibre
of pry|p(zy over 2’ is essentially S(z,z’) and hence finite. Q.E.D.

A family F' — S of rational curves parameterized by an irreducible
closed variety S C Chow(X) is said to be mazximal if there is no family
F’ — S’ of rational curves such that S’ C Chow(X) is irreducible and
that S’ 2 S. In view of Corollary 2.3, F — S is maximal if and only if
there is an irreducible component M C Hom(P!, X) such that S is the
natural image of M.

Corollary 2.5 (Fujita, Ionescu [lo, Theorem 0.4], Wisniewski [W,
Theorem 1.1]). Let C' be an irreducible, reduced rational curve on an
n-dimensional smooth projective variety X over a field of characteristic
zero. Take a mazrimal family of rational curves F — S which contains
C as a fibre. If (C,—Kx) > dimpry (F)+dimpry (F(z)) —n+1, then
F — S is a splitting family.

Proof. Let f : P! — X be the composite of the normalization
P! — C and the embedding C < X. The maximality condition on
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S means that S is the image of an irreducible component M > [f] of
Hom(P!, X) and, in particular,

dim S = dim(;; M — 3.
Then the estimate (Theorem 1.7) tells us that
dimfs; M > dim pry (F') + dim pry (F(z)) + 2,
so that
dimc) S = dimg M — 3 > dim pry (F) 4+ dim prx (F(z)) — 1.

But Proposition 2.4(2) asserts that F' must split at  under this condi-
tion. | Q.E.D.

Example 2.6 (Dimension estimate of the exceptional loci of ex-
tremal contractions'! of smooth varieties). Suppose that C is an ex-
tremal rational curve on a smooth projective variety X and that the as-
sociated extremal contraction contc) is a birational morphism: X — Z,
with exceptional set £ C X mapped to B C Z. We may assume that
C C Ey = cont[_cl] (b) for a general point b € B and C is a rational
curve of minimum degree in F,. Let F' — S be the maximal family of
rational curves on F which contains C as a closed fibre. Then, for an
arbitrary closed point z € Ej, the closed subset S{z) C S consists of
rational curves on Ej, and hence F(z) is unsplitting (by the condition
that deg C' is minimum). Furthermore we have

er(F) - E7
dimpr(F(z)) < dim Fp = dim F —dim B

for the general point x in £. Hence

0<(C,-Kx)<2dimFE —dimB —n+1,
n + dim B

dim E > ,
2

11 A projective, surjective, birational morphism X — Z is called an ez-
tremal contraction if the relative Picard number p(X/Y) is one with the an-
ticanonical bundle — K x relatively ample over Z. Given such a contraction,
we can find a curve C C X such that an effective 1-cycle C’ on X collapes
to a point on Z if and only if R[C] = R[C’] in N;(X), the numerical equiva-
lence classes of the 1-cycles. There is an one-to-one correspondence between
the extremal ray R>o[C] C Ni(X) and the extremal contraction cont(c. It is
known that an extremal ray is generated by a rational curve (extremal ratio-
nal curve). We refer the reader to [Mo2], [Mo3] and [KM] for the theory of
extremal contractions.
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thus ruling out birational extremal contractions with small exceptional
loci.'?

Thus the unsplitting condition is already a tight constraint for a
closed family of rational curves F' — S. If we impose an additional
condition, however, we can say much more about the projection pry :
F(z) — X. Indeed, we have the following proposition, which is a naive
prototype of the more complex argument in Section 4 below.

Proposition 2.7 (char k = 0). Let X be a projective variety and
z a closed point on the smooth locus of X. Let S C Chow(X) be a
closed irreducible subvariety and F' — S the associated universal family
of cycles. Assume that F' — S satisfies the following three conditions:
(a) (unsplitting) Each fibre F is a reduced irreducible rational curve
on X.
(b) (base point) Fach Fs passes through the base point z € X
(i.e., S = S(x)).
(c) (smoothness at the base point) Fach Fs is smooth at x.
Then the natural projection pry : F' — X 1is birational onto the image.

Proof. Take the normalization prz : F — S of the fibre space
prg : F — S. Let ptyx : F — X be the natural projection. Then, by
condition (c), the inverse image o, = Pry'(z) is a single nonsingular
point on each fibre 'y over s € S. Thus o, is a well-defined section of
the P!-bundle morphism prg, and in particular defines a Cartier divisor
on F. By this property, pr X : F — X naturally lifts to a morphism
Pry : F — X = Bl,(X). Let F, C X be the strict transform of F, C X.
It is clear that Pt (Fs) = Fl.

Put Y = pry(F) C X. Let Y° C Y and F° C F, be the smooth

loci. Then we prove the inclusion relation
pr~( N(Y°\{z})) C {s} x F,

where 5 € S lies over s € S. Once this is proven, the assertion is more
or less clear.

Note that F 2 N Y° is locally complete intersection in Y°, so that
its inverse image in F' does not contain a zero-dimensional component.
Thus it suffices to show that any complete curve I' contained in ﬁ}{l (Fs)

is of the form {3} x F,. If T is one of the fibre of prs, then the universal

12In view of Theorem 0.1, we can show that the normalization of a general
fibre E, of the projection E — B is a disjoint union of finite quotients of
projective ﬁi%‘m—B-space if dim F attains the minimum possible value "—"'dz"“—B.
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property of Chow schemes implies that the image of I' on F' must be
{s} x F, and the assertion readily follows.

We derive a contradiction from the hypothesis that I' is not a fi-
bre. Let B be the normalization of prg(I') C S. Consider the fibre
product Fg = B Xz F', which is a geometric ruled surface over B with

a distinguished section o, : B — Fp and a projection ¢ : Fg — X.
Let H € Pic(X) be the total transform of an ample divisor on X and
E, C X the exceptional divisor. Then ¢*E, = o, by construction. It
is well-known that the Néron-Severi group NS(F'g) is freely generated
by the section o, and a fibre f of the ruling. If d > 0 denotes the map-
ping degree of the surjection I' — F,, then we compute the intersection

numbers on the ruled surface Fg:

(f,¢"H) = (Fs,prg H) = (Fs, H) = deg Fs > 0,
(02,¢"H) = deg(o,/E:)(Ex, H) =0,
(T,0.) = (I, ¢*E,) = d(F,, E;) = d = d(f, 0) > 0,
(T, ¢*H) = d(F,, H) = ddeg(F;) = d(f,¢*H) > 0.

The first two equations show that the two divisors H and o, are inde-
pendent in NS(Fg) ®z Q ~ Q%2 and thus the last two equalities yield
the numerical equivalence I' = df. However, an irreducible effective divi-
sor numerically equivalent to a multiple of a fibre f is necessarily a fibre,
contradicting our assumption.!3 Q.E.D.

Corollary 2.5 bounds the intersection number (C, —Kx) from above
under the condition that C' cannot be deformed to split off extra com-
ponents. The dominance condition on F' gives a bound in the opposite
direction.

Theorem 2.8 (char k = 0). Let prg : FF — S be a family of
rational curves on a projective variety X and C an irreducible, reduced
member of the family. Fix a general closed point x on X.

(1) Assume that F is dominant and that pr 5 (C) lies on the smooth
locus of X. Then we have the inequality

(C,—Kx) > dimpry (F(z)) + 1.

13We have actually proved something a little stronger than the statement
of Proposition 2.7: prg : F — Y = pry(F) C X = Bl,(X) is an isomorphism
over the smooth locus U° of an open neighbourhood U C Y of the exceptional
divisor E; N Y.
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If, in addition, F' — S 1s closed, mazimal and unsplitting at x, we have
the equality

(C,—Kx) =dimpry(F(z)) + 1 = dim F(x) + 1.

(2) Let F' — S be a closed, mazimal, dominant family of rational
curves on X. Assume that

a) F is unsplitting at x, that

b) C is a general fibre of FF — S and that

c) prx(C) lies on the smooth locus of X and passes through z.

Let f : P! — X be the composite of the normalization morphism P* — C
and the projection pry : C — X. Then

f*0x ~0(2) @ 0(1)% 1 @ O%"7°,
where e = dim F(z) = dim S(x) + 1.

Proof. Since the intersection number is invariant under the flat
deformation, we may assume that C is a general member of the family
in order to compute (C, —Kx). Consider the normalization prg : F — S
of the fibration with the second projection pry : F — X. Let C ~
P! be the normalization of C. We view C as a general fibre over S.
Then F is étale locally a product S x P'. Hence we have a natural
homomorphism between tangent spaces ©F,5 — Pry©x, of maximal
rank at a general point of C = {[C]} x C. The sheaf ©5, 5 restricted to
C is isomorphic to O(2) @ O4™ S, In particular, if F' is dominant, then
pry O x is semipositive on C by Sard’s theorem.

Next consider the subfamily F'(z) — S(x) and its normalization
F(z) — S(z), a P-bundle. The inverse image Ty (z) in F(z) contains
a component ¢ which is finite and dominating over S{(zx). Hence, after a
suitable finite base change W — S(z), we get a section g : W — Fy, =
W x3 F which covers the multisection ¢ C F(z). Then, étale locally,
Fw =W x Cy, 09 = W x {00}, where Cy is the fibre of a general point
of S(z). Hence we have a natural morphism W — Hom(P!, X; 00 + z).
The differential of the associated morphism W x P! — X has rank equal
to dim prx (F'(x)) at a general point of Cp and fits into the commutative
diagram

Priy Owlc, —— PryOx(—0o)lc,

l l

~ * —
Ow .z, lco = PriyOwlc, ®Oc, —  PrxOxlcy,,
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where the vertical arrows stand for natural inclusion maps. Since F' is
dominant over X, we may assume that x is general and that C = Cj.
Thus we conclude that the vector bundle £ = PrxOx|s on C ~ P!
satisfies:

(1) £ is a direct sum of line bundles Ly, ..., Ly;

(2) Each summand L; has nonnegative degree;

(3) There are are at least e = dim pry (F'(z)) summand of positive

degree;

(4) There is a summand of degree > 2.
Hence (C,—Kx) = deg®Ox|c = deg€ > dimpry(F(z)) +1. If F is
unsplitting at x, we have the inequality of the converse direction by
Corollary 2.5, so that Ly = O(2), La,...,L. = O(1), Let1,...,L, = O.

Q.E.D.

3. Unsplitting families of singular rational curves and a theo-
rem of Kebekus

In this section, every scheme or morphism is defined over an alge-
braically closed field k of characteristic zero.

Definition 3.1. A singular rational curve C' is said to be nodal
if the normalization v : P! — C is set theoretically not bijective.4
Any nodal rational curve is (non-canonically) a birational image of the
standard nodal curve obtained by identifying two distinct points (say
0 and co) of P!. The standard nodal curve is isomorphic to the plane
cubic y? = z?%(z — 1).

Similarly, C is said to have a cusp at x € C if there is a point p €
C ~ P! (say oo) such that J,Op:1 C 312,, or, equivalently, if a sufficiently
small analytic (or formal) neighbourhood of z in C has an irreducible
branch which has multiplicity > 2 at z. (Here J, denotes the defining
ideal of .) Any cuspidal curve is an image of the standard cuspidal
cubic y? = z3 by a birational morphism.

Note that a singular curve C is nodal or cuspidal at some point
x € C, but these two properties are not mutually exclusive.

An unsplitting family of rational curves F' — S is said to be a family
of singular [resp. nodal, cuspidal | rational curves if a general member
(= general fibre) is a singular [resp. nodal, cuspidal] rational curve.
Every member of a family of singular [resp. cuspidal] rational curves
is singular [resp. cuspidal|, while special members of a family of nodal
curves may not be nodal.

4 Our definition of nodal curves is not quite standard. We do not require
that the normalization map P! — C is unramified. The curve C can be nodal
and simultaneously cuspidal at a given point x.
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Lemma 3.2. Assume that char k = 0.

(1) Let FF — S be an unsplitting family of nodal rational curves.
Then, after a surjective finite base change W — S by a normal variety
W, we can find two distinct sections 01,09 : W — Fyw, into the normal-
ization of Fyy = W xg F, such that the natural projection Fyy — Fy
identifies the two sections o1 and o3.

(2) If F — S is an unsplitting family of cuspidal rational curves,
then after a surjective finite base change W — S, there exists a section
o: W — Fyw such that Or, C Ow + I/*OFW(—QO') via the projection
v:Fw — Fw.

Proof. Let Sing(F'/S) denote the closed subset

lJ {[C]} x Sing(C) C F.
[Cles

When F is a family of singular rational curves, Sing(F'/S) is finite and
dominant over S. Choose an irreducible component V' C Sing(F/S)
which surjects onto S, and let W be the normal Galois closure of the
projection V' — S. Then the inverse image ¥ C Fw of V is a union of
sections. If a general member of F' is nodal, we can choose V so that ¥
contains at least two distinct sections. If every member of F' is cuspidal,
we can choose V' such that JyOg  is contained in J2 for a suitable
irreducible component o of X. Q.E.D.

Corollary 3.3 (Existence of singular cubic models for unsplitting
family of singular rational curves [Kel] and [Ke2]). Let the notation
be as in Lemma 3.2. If F — S is an unsplitting family of nodal [resp.
cuspidal | rational curves, then after a finite surjective base change W —
S, there exists a family C — W such that

(1) each fibre C,, is an irreducible singular plane cubic and a general
fibre is a nodal plane cubic [resp. each fibre C,, is a cuspidal
plane cubic | and that

(2) the natural projection Fy — Fy factors through C.

The Bend and Break (Theorem 1.8) gives a constraint for an un-
splitting family of nodal rational curves.

Proposition 3.4. Let X be a projective variety and S C Chow(X)
a closed subvariety which parameterizes an unsplitting family F' of nodal
rational curves on X (i.e., a general member of F is a nodal curve ).
Let Node(F'/S) be the locally closed subset of nodal loci of the fibres (i.e.,
Node(F/S) is Sing(F/S) minus the purely cuspidal locus ). Then the
natural projection Node(F/S) — X wvia pry : F — X is quasi-finite. In
particular, dim S = dim Node(F/S) < dim X.
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Proof. By definition, Node(F'/S) is dominant and quasi-finite over
S. Assume that there is a (not necessarily complete) curve B in
Node(F'/S) which is contracted to a single point z € X via pry. Take the
closure B¢ of B in F(z). Its image V C S via prg is a non-trivial com-
plete curve. By the base change V' — S, we get a one-parameter family
of nodal curves. Take a suitable finite, smooth base change W — V such
that the inverse image of B in the normalization Fy of Fiy = W xg F
is a union of two or more sections. Since Fy is a Pl-bundle over the
smooth curve W, it is a ruled surface with two distinct sections which
are contracted to the point z. This means Fy contains two distinct
curves with negative self-intersection number, which is impossible by
elementary theory of ruled surfaces. Q.E.D.

Definition 3.5. Let ¥ be a reduced scheme. By a family of irre-
ducible singular plane cubics C over ¥, we mean a proper (not necessarily
projective) flat morphism 7 : C — ¥ whose fibres are isomorphic to irre-
ducible singular plane cubics. Note that, in our definition, the structure
of plane cubics may change from fibre to fibre, and therefore n is not
necessarily (globally) projective. A generic example of such families is
indeed non-projective.

Corollary 3.3 asserts that an unsplitting family of singular curves
F — S is dominated by C — ¥, a family of irreducible singular plane
cubics.

In general, a one-parameter family of singular cubic curves has nodal
generic fibre and several cuspidal special fibres. Only very special fam-
ilies have fibres of constant type. In such an exceptional case, the pro-
jectivity condition almost completely determines the global structure of
the family.

Lemma 3.6 (Kebekus [Kel] and [Ke2]). Let 7 :C = {(s,Cs)}sex
— X be a family of irreducible singular cubic curves over a smooth pro-
jective curve Y. Suppose that one of the following mutually exclusive
conditions s satisfied:

(C) A general member Cs is a cuspidal cubic, or
(N) Every member Cs is a nodal cubic.

If C is furthermore projective'® over ¥, then after replacing the base
curve X by a suitable finite étale cover, we can find a section o : ¥ — C
such that o(X) lies on the smooth locus of C. In Case (N) (i.e., every

15There are several ways to define projectivity. Our convention here is
that an S-scheme Y is projective over S if there exists a line bundle L globally
defined on Y which is relatively ample.
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C; 1s nodal ), the normalization of C is a trivial bundle ¥ x P! after an
étale base change.

The proof of Lemma 3.6 relies on the theory of relative Picard
schemes.

Given a family of irreducible singular cubic curves C parameterized
by X, let

Pic(C/%) = ]_[Plc (C/%)

dezZ

denote the relative Picard scheme, which is a Y-scheme-functor defined
as follows. For an arbitrary ¥-scheme T', the set of the T-valued points
Pic?(C/X)(T) consists of the equivalence classes of line bundles on T x 5C
of which restriction to each fibre over T has degree d. Here two line
bundles L; and L, are said to be equivalent if and only if there exists a
line bundle M on T such that L, and pr;; M ®L; are mutually isomorphic
as Orx,c-modules.

The relative Picard scheme w : Pic(C/¥) — X and its open and
closed subset (degree-zero part) w® : Pic’(C/X) — ¥ are commutative
group schemes over ¥, the multiplication being the tensor product. (In
the following we adopt multiplicative notation for the group law of the
relative Picard scheme.)

When C — ¥ is a family of irreducible singular plane cubics, the
fibre (w®)™!(s) over a closed point s € X is either the algebraic torus
Gn (= C* if the ground field is C) or the additive group scheme G,
(= C) according as C; is nodal or cuspidal. Pic®(C/X) has a canonical
global section [O¢], which is the unity section with respect to the group
law.

Since each fibre C; over s € ¥ is reduced, the fibre space 7 : C —
3. admits an analytic local section o4 defined on a neighbourhood of
s (alternatively, a local section in étale topology). An arbitrary local
section o, determines

(1) a local identification (in analytic or étale topology)

Pict(C/L) 5 Pic®(C/x)
[L] = [L ® O(—do)],

and hence gives

(2) a natural Pic®(C/X)-torsor structure on Pic?(C/X).
Let U = {U;} be an open covering of ¥ (in analytic or étale topology)
and o; : U; — C a local section. It is straightforward to check that
the cohomology class {J;iaj_d} € H'(U,Pic®(C/%)) does not depend on
the choice of the open covering U or on the choice of the o;, and thus
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determines an invariant (the characteristic class)

c(Pic*(C/%)) = ¢(Pic' (C/%))?
€ Hl _(%,Pic°(C/%)) , or € H (%, Pic’(C/%))

of the torsor. The characteristic class vanishes if and only if Pic?(C/X)
admits a global section over 3.

General nonsense tells us that the structure of Pic?(C/%) as a
Pic®(C/¥)-torsor is completely determined by the characteristic class.
In particular, Pic*(C/%) is isomorphic to Pic®(C/¥) (ie., a trivial
Pic®(C/%)-torsor) if and only if Pic*(C/X) admits a global section over
¥.

These general remarks being said, we note the following

Lemma 3.7. Let m : C — X be a family of irreducible singu-
lar cubic curves as above. There is a natural X-isomorphism between
Pic'(C/X) and the open subset C° of C consisting of the smooth points
of the fibres. Given integers d and m, the natural morphism [m] :
Pic?(C/%) — Pic™(C/X) defined by [L] — [L®™] is surjective. Let
U be an open subset of ¥.. If every geometric fibre is cuspidal or ev-
ery fibre is nodal over U and if 7 : U — Picdm(C/E) is a section, then
[m] =1 (7(U)) C Pic*(C/X) is étale and finite over U.

Proof. For a given X-scheme T and a given T-valued point
0:T —C% =T x5 C° the correspondence ¢ — [Oc,(c(T))] defines
a natural morphism C°(T) — Pic' (C/Z)(T).

Conversely, given an line bundle L of relative degree one on Cr,
Riemann-Roch for the curve C; of arithmetic genus one tells us that the
linear system |L|c,| consists of a unique effective member o(t), a sin-
gle smooth point. This correspondence induces the inverse morphism:
Pic'(C/Z)(T) — C°(T), [L] — o(t). Thus we have a natural isomor-
phism C° ~ Pic!(C/%).

The endomorphism [m] : Pic®(C/%) — Pic’(C/X) is surjective. In-
deed, this map is fibrewise given by z — 2™ on G, and by z — mz on
Ga. Then the natural Pic’(C/X)-torsor structure on Pic(C/X) yields the
surjectivity of [m] : Pic?(C/%) — Pic™(C/%).

In order to check the final statements, we notice that there is a local
isomorphism C|y ~ V' x Cy, over a small analytic (or étale) open subset
V C U. Then it is obvious that [m] : Pic®(C/X)|v — Pic®(C/Z)|y is
surjective with kernel isomorphic to u,, (the group of the m-th roots
of unity) or {0} according as the fibres are multiplicative or additive.

Q.E.D.
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Remark 3.8. If the type of the fibre of 7 : C — ¥ jumps at a
closed point s € X, then the kernel of [m] : Pic®(C/Z) — Pic®(C/%) is
not flat, not proper over X. |

Assume that C; is cuspidal with other fibres being nodal. Identify
Pic®(C/X) locally with Pic'(C/X) = C°. The normalization C is a natural
compactification of C°. The complement D = C \ C° is a union of two
sections meeting each other at £ € C over s. Then the closure of Ker[m)]
is a union of section g = [O¢| and m — 1 sections o1,...,0m—1 : & — C
which meet D at z.

Proof of Lemma 3.6. Since w : C — X is assumed to be projective,
there exists a global ample line bundle L on C. If deg L|c, = d, then
[L] is a global section of Pic?(C/%). Consider the surjective morphism
[d] : Pic'(C/Z) — Pic*(C/%). The inverse image & = [d]"([L]) C
Pic'(C/%) is finite étale over ¥ by Lemma 3.7. Hence by the étale base
change Cy = ¥ x5 C, we get either a single section o or d disjoint
sections 0; : 3 — Pic'(Cz/Y) according to the case (C) or (N). Noting
that Pic'(Cz /%) is naturally identified with Cg, we are done.  Q.E.D.

Lemma 3.6 has intriguing applications to the geometry of rational
curves on uniruled varieties.

Corollary 3.9. Let X be a projective variety and x € X a closed
point. Let S C Chow(X) be a closed subvariety such that S = S(z) (i.e.,
every s € S represents an effective cycle passing through x). Assume that
S is a family of unsplitting rational curves (at x) and that each element
s represents a singular rational curve.

(1) If every s € S represents a curve Cy C X with at least one cus-
pidal singularity, then each irreducible component of pry (Cusp(F/S)),
the locus of the cuspidal singularities of the Cs in X, is either identical
with the one-point set {x} or disjoint from x.

(2) If no s € S corresponds to a curve C, with cuspidal singularities,
then S s a finite set.

Proof. Assume that S is a curve. Take a suitable smooth projective
curve ¥ which dominates S. In case (1) or (2), we can find a family of
singular cubics C — 3, with every fibre being accordingly cuspidal or
nodal, such that C — ¥ dominates the universal family F* — S. Let
prx : C — X be the projection naturally induced by pry : FF — S.
The normalization C — ¥ of the family C — ¥ is a P!-bundle. By the
unsplitting property (at z) of F' — S, it follows that pry and pry are
finite over X \ {z}. Hence the one-dimensional component of pry'(z)
is a curve with negative self-intersection and hence the unique minimal
section o, of the geometric ruled surface € — .
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When C is a family of nodal cubics, Lemma 3.6 says that C is essen-
tially (namely after a base change) a trivial bundle without any negative
section, meaning the assertion (2).

If C is a family of cuspidal cubics, let v C C be the section obtained as
the inverse image of the cuspidal locus. Then, by Lemma 3.6, there exists
a section o : ¥ — C which does not meet v, implying that the unique
negative section o, must coincide either with o or with . Consequently,
~ is either away from, or identical with, o, yielding (1) when dim S = 1.
If S has dimension two or more, we can verify the assertion by taking
all curves in it. Q.E.D.

Theorem 3.10 (Kebekus [Kel] and [Ke2]). Let X be a projective
variety of dimension n and S C Chow(X) a closed, dominant family of
rational curves on X. Assume that S is unsplitting on an open subset
U C X and fix a general point x € U. Then

(1) there is no member of S which has a cuspidal singularity at x;

(2) there exist only finitely many members of S which have singu-
larity at x (the singular point x of such a member C is necessarily nodal
by (1)); and

(3) if C is a member of S which is singular at z, then there are an
n-dimensional locally closed subset ¥ C S and a one-dimensional locally
closed subset ¥(x) C S{(x) such that [C] € ¥(z) C ¥ and that ¥ consists
of nodal curves.

Proof. We start with the proof of (1). Suppose that for every
x € X there is a member of S with a cuspidal singularity at z. Then,
by Corollary 3.3, it follows that there exists a family of cuspidal cubics
7w : C — T with cuspidal locus Cusp(C/T") and morphisms @ : C — F,
@ : T — S such that

a) the diagram

C — F
b

e
T — S
¢

is commutative, that

b) the closed fibre C; over t € T is a partial normalization of Fo
and that

c) the restsriction of ¥ = pry @ : C — X to Cusp(C/T) is a surjec-
tive morphism onto X.
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In particular, by simple dimension count, we have

dim (¥~ (z)) = dim ¥~ (z)
= dim(¥~!(z) N Cusp(C/T)) + 1 = dim 7(¥~(x) N Cusp(C/T)) + 1,

provided z € X is general. Hence we can find a pointed smooth complete
curve (¥, 0) and a non-constant morphism f : ¥ — w(¥~!(z)) C T such
that

f(o) € m(¥~"(z) N Cusp(C/T)),
f(2) ¢ m(¥~(z) N Cusp(C/T)).

Let g : Csx — X be the naturally induced morphism from the one-
parameter family of plane cubics Cs; = ¥ X1 C to X. By construction,
g~ () contains a rational section over ¥ but 7s;(g~ ! (z)NCusp(Cs /X)) is
a finite set containing o, contradicting Corollary 3.9(1). This completes
the proof of (1).

The assertion (2) follows from Proposition 3.4.

In order to prove (3), let T' be an irreducible component of the closed
subset C S, which parameterizes the singular rational curves. If there is
a member C' € S which is singular at a general point =, then there exists
a T C S and the associated family G — T, with Sing(G/T) dominating
X. By (1), a general point of T represents a curve without cusps on an
open subset U C X. Hence the dominant morphism Sing(G/T) — X is
generically finite over U, so that

dim T = dim Sing(G/T) = dimU = dim X = n,
dimG =dimT +1=n+1,
dimT{(z) = dim G — dim X =1,

whence follows the statement (3). Q.E.D.

PART II. Characterizations of Projective n-Space

4. A characterization of projective n-space by the existence of
unsplitting, doubly-dominant family of rational curves

In this section, we prove that a normal variety which carries an
unsplitting, doubly dominant family of rational curves F' parametrized
by an irreducible variety S is necessarily projective space.
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Given a closed point x € X and a closed family F' — S of rational
curves in X, put

2
&
I

Prg (pr)_(l (CL‘)),
F(x) = S(z) xg F.

The fibre space F'(z) — S{z) is nothing but the closed subfamily con-
sisting of curves passing through x.

Lemma 4.1. (1) A family F of rational curves on X is doubly
dominant if and only if the natural projection pry : F(x) — X is sur-
jective for each closed point x € X. If F is doubly dominant and x
1s general, then the restriction of pry to each irreducible component of
F({x) is a morphism onto X.

(2) If F is doubly dominant and unsplitting at a general point x € X,
then pry : F(x) — X is finite over X \ {z}.

Proof. The statement (1) is a verbal rephrasing of our definition,
whereas (2) was proved by Proposition 2.4(2). Q.E.D.

Our goal in this section is the following

Theorem 4.2. Let X be a normal projective variety defined over
an algebraically closed field of characteristic zero. If X carries a closed,
wrreducible, mazximal, doubly-dominant family of rational curves F — S
which is unsplitting on an open subset U (i.e., every point of S(x) rep-
resents an irreducible and reduced curve for x € U), then X is a finite
quotient of P™ by m(X \ Sing(X)). If F — S is everywhere unsplitting,
then X is isomorphic to a projective space P™.

The proof of Theorem 4.2 consists of ten steps. From Step 1 through
Step 9, we require that the doubly-dominant family F' — S is unsplitting
on an open subset, while in Step 10 we assume that F' is everywhere
unsplitting. A rough plan of our proof is as follows:

Take the normalization F'(x) — S{x) of the subfamily F(zx) — S(z)
(more precisely, an irreducible component of this subfamily). This
P!-bundle carries a distinguished section o : S{x) — F(z), whose image
in X is the base point x. Note that ¢ = o(S(z)) is a Cartier divi-
sor on F(z). The inverse image of x in F(x) is the disjoint union of
o and a finite closed subscheme, say A. The monoidal transformation
at A gives a morphism prg : F(z) — X = Bl,(X). In Step 3, we
show that pr¢ maps o ~ S{x) birationally onto the exceptional divisor
E, C X. In Step 4, the projection F{z) — X turns out to be unramified
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in codimension one. From Step 5 through 8, we observe that F(z) is
a P!-bundle over P*~!, from which we conclude in Step 9 that F(z) is
a one-point blow up of P™, with X a quotient of P™ by a finite group.
Finally in Step 10, we check that F' cannot be globally unsplitting if X
is a non-trivial quotient of P™.

Before going into the proof, we fix notation.

By %, we denote the normalization of *. If F' is unsplitting at x, then
F(z) is a P'-bundle over S(z). pryx and prg,, stand for the natural
projections from F(x) to X and to S(z).

Assume that F' is unsplitting at a general point x € X. Then by
Kebekus’ Theorem 3.10, almost every member C of S(z) is smooth at z,
except for possibly finitely many C;’s which have nodal singularities at x.
Thus the pullback of the closed subscheme z € X on the normalization of
C; is a disjoint union of reduced points. It follows that pry' (z) C F(z)
is a union of a divisor ¢ which is a (single-valued) section of the fibration
F(z) — S(z) plus a closed subscheme supported on finitely many points
on F(z) away from o. In what follows, the section o is referred as the
distinguished section (with respect to the fibration F'(z) — S{x)).

In general, the closed subset S(z) of the irreducible projective vari-
ety S could be reducible. We denote by Sp(z) an (arbitrary) irreducible
component of S(z).

When a smooth curve C lies in the smooth locus of X, the normal
bundle of C' is denoted by N, x.

Given a closed smooth point z of a variety Z, let u, : BL,(Z) — Z
be the blowing-up at z and let E, C Bl,(Z) stand for the associated
exceptional divisor. Bl,(X) is usually denoted by X in order to simplify
the notation.

Let us begin the proof of Theorem 4.2.

Step 1. Let C be a general member of S(z). Then C is smooth
and lies on the smooth locus of X with normal bundle N¢ /x tsomorphic
to O(1)"~1. S(z) is smooth at [C] and there exists an open (in Zariski
topology) meighbourhood V- C S(x) of [C], such that the restriction of
pry : F'— X to V xg F naturally lifts to an étale morphism to Bl (X).

Proof. By Theorem 3.10, almost every C' € S(z) is smooth at z. By
Proposition 2.4(2), we have dim S(z, Sing(X)) < dim Sing(X). Since X
is normal of dimension n, the singular locus of X has dimension < n—2.
Hence S(z, Sing(X)) has dimension < n — 2, while the dominant family
S{z) has dimension n — 1. Thus a general member C is smooth at z
and is off Sing(X). In particular, the inverse image of z € X via the

projection Pry : F'(z) — X is, near the general fibre C C F(x), exactly
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the distinguished section o, which is a Cartier divisor. Hence, around
C, we can naturally lift PTy to a morphism PT ¢ % to X =Bl (X).

Since z € X is general and F'(z) is dominant, Theorem 2.8(2) applies
to show that Pry©Ox |z ~ O(2) ® O(1)®*~L. Noticing that C is smooth
at  and that PTy is of maximal rank at a general point of C, we infer
that

PrgOxle = 0(2) ® O = O e

This means that Pry is an analytic isomorphism near C and therefore
that C is smooth outside = as well as at . Q.E.D.

Step 2. LetT — _S_<.7:_) be a non-constant morphism from a smooth
curve. Put Fr =T X5z F(z) and let & : Fr — X and prp: Fr — T
be the natural projections. Then we have

Je = 3205, = Jor [ [ 3,

where or is a section T — Fr and J; is the defining ideal of a zero-
dimensional closed subscheme supported by a point p; away from or.

Furthermore, around p;, there exists a local coordinate system
(21,22) such that Ji = (21, z;") m; € Z~g. In particular, the monoidal
transformation v : Fr — Fr with respect to the ideal J, C O%,. gives a
normal variety with at worst rational double points of type A,,._1. The
ideal J; defines an exceptional Cartier divisor m;; over p; € F T, where
7; C FT is a Weil divisor isomorphic to PL.

Assume that a closed subscheme Z g &(F'r) satisfies the following
two conditions

(1) Z >z,

(2) Z transversally meets all the smooth analytic branches of C; at

z whenever C; in S(z) has a singularity at x.

Then we have the inclusion relations
OFT(_miTi) D) jZOFT g OF‘T((_mi — 1)’7}).

Proof. Since each fibre of F(z) — S(z) passes through z and has no
cuspidal singularity at z, the closed subset ®~1(x) C Fr cuts out a non-
empty, reduced closed subset from each fibre of Fr — T. Furthermore,
there are only finitely many fibres C F'(x) that have nodal singularities
at . This implies that the subset defined by J, is a disjoint union of
a section op plus a 0-dimensional subscheme away from or. Let p; be
a closed point which supports a zero-dimensional connected component,
with t; = pry(p;) its image in T. Let (z1,23) be a local coordinate
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system of the smooth ruled surface F'r around p; such that the fibre
pry (t;) is defined by 25 = 0. Then we have

Ji/3iN (22) = (z1)/(m122) C O, /(22)

because J; defines the reduced point p; on the fibre. Hence J; ,, is of
the form (21, 25"), an ideal generated by two generators. Near p;, the
monoidal transformation v is thus a subvariety in Fp x P! defined by

25"t = wuzy or 23 = vzy"

on two affine subsets ~ Fp x Al. If m; > 1, then Fr has a unique
singularity z; = z2 = u = 0 of type A,,,_1 over p;. The ideal J; =
(z1,25'") is a principal ideal generated by z; or z;** on the open subsets,
while the Weil divisor 7; is defined by z; = 2o = 0.

Put C; = pry' (pTr(p:)) C Fr. Since &(p;) = &(or N C;) = x, the
image ®(C;) has a nodal singularity at x. Therefore the two conditions
(1) and (2) on the closed subscheme Z mean that

(1*) J; D jZOFT and that

(2*) 3205, = (21) in terms of the local coordinate as above.
These two properties amount to saying that J ZOFT,pi contains an el-
ement of the form (unit)z; + gz5", g € OF.,.p,- The pullback of this

element generates z;0p = O(-~m;7;) C O on the first affine open
subset given by 25" = uz;. Q.E.D.

Step 3. Let z € X be a general closed point and X = Bl (X)
the one-point blowup at z, with the exceptional divisor E; C X. Fiz
an arbitrary irreducible component Fo(x) — Sp(x) of the fibre space
F(z) — S{z). Let prg : Fo{z) ——» X be the dominant rational map
induced by the projection Pty : Fo{x) — X. Blow up F(x) along a zero-
dimensional subscheme away from o to eliminate the indeterminacy of
Pry and we get a morphism prg : F(z) — X = Bly(X). Let s € So(x)
be a general closed point such that

(1) C, = ﬁgl(s) C Fo(z) is mapped onto a smooth curve Cs on

X \ Sing(X) with normal bundle O(1)®"1 and that
(2) Cs is transversal with every member C' of S(x) which is singular
at x.

Let Cy C X be the strict transform of Cy C X. Then p~r;~(1(C~'s) is

scheme-theoretically a union of Cy and a closed subscheme which does
not meet 0. The restriction of prg to o gives a birational morphism
So(z) ~ 0 — E, ~P*" . (Here C, and o are viewed as subschemes of
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Fy(z) since the monoidal transformation Fy(x) — Fo(z) does not affect
the neighbourhoods of Cs and o.)

Proof. For simplicity of the notation, assume that S(x) is irre-
ducible. For general case, one has only to put the subscript ¢ to every-
thing relevant.

Fix a general point s € S(z) and let C C F(x) be the fibre over
5. C =pry(C) C X is an everywhere smooth rational curve through
and off Sing(X). It is easy to check that C satisfies the conditions (1)
and (2) above.

The smooth curve C is locally complete intersection on X, so that
pry (C) is a union of the distinguished section o and purely one-
dimensional components (because Pry is finite over X \ {z}). One of
the one-dimensional components is the trivial one C = By. Let B;,
j = 1,2,... be the extra one-dimensional components. Then we have
the following claim ’

Claim. The ertra components B; C F(x) (j > 1) do not meet the
distinguished section o.

Assume for a while that this claim is true. Blow up F(z) at
the finitely many points p; so that we have a well-defined morphism
pry : F(x) — X = Bl (X), a process which does not affect open neigh-
bourhoods of ¢ and of C in F(x).

Let C C X denote the strict transform of C' C X. Then, by con-
struction, pr 1(C) is the union of C and the strict transforms B; of B;,
j=1,2,.... In particular, the inverse image of E,NCin o ~ & C F(z)
is

N (CUBUBU---)=6NC,
a single point. Thus the projection pry : 0 = ¢ — E, is generically
one-to-one.

This shows that the assertion we want to prove follows from Claim
above.

Proof of Claim. Fix an arbitrary component B; and denote it by
B for the sake of simplicity of notation. Let I' be the normalization
of prg ., (B) C S(z), and Fr the fibre product I' X G (z) F{z). Frisa
P!-bundle over the smooth curve I'. The inverse image of B C F{z)
in Fr contains a unique one-dimensional irreducible component Br,
dominating C C X via the natural projection & : Fr — X.

Let v : Fr — Fr be the monoidal transformation with respect to the
ideal 3,0 _. The naturally induced morphism & : Fr — X = Bl (X)

is finite when restricted to Fp \ or, and we have S*E, = or + > omyT.
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(Since v is an isomorphism near the section or, we refer by or also its
inverse image in Fr.)
Consider the commutative diagram

Fr — X =Bl (X) — C
g J J=
Fr — X +— C.

By Step 2, we have

*)  Og.(—or— Zmﬂz‘) D JcOp. & Op (—or — me — Tig)

for any irreducible component 7;, of the exceptional divisor.

The ideal sheaf JcOg_ C O, is of the form q(—D — or), where
D is an effective Cartier divisor on the smooth surface Fr and q C
O, is an ideal defining a zero-dimensional closed subscheme. Thus the

Cartier divisor v*D is necessarily of the form D+ > a;T;, where a; is
a non-negative integer < m; (this is true because the Weil divisor 7; is
irreducible and reduced). By construction, Br C Fr is contained in D
and so is its strict transform Bp in D.

Let d be the mapping degree of the finite cover <1~5| b D—C.

Since (C, E,) = 1 by the smoothness of C at z, we have
d=(D,®*E,) = (D,or) + Y (D, m;7;)
or, equivalently,
0< (Dyor)=d—6, 6= Z(D,min) = — Zaimi'riz.

(The intersection number 72 € Q is well defined because m;; is Cartier.)
Noting that D = v*D — ) a;7; and that the exceptional divisors 7; are
disjoint from or, we obtain

(D,or) = (D,or) =d— 6,
which yields the numerical equivalence

)
(**) D = df + —5or,
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where f denotes a fibre of the ruling prp : Fr — T.

Indeed, this is a direct consequence of (a) the fact that the Néron-
Severi group of FTr is freely generated by f and or, together with (b) the
following table of intersection numbers:

() =0, (f,or)= 1, (o) <0,
(f,9*H) = (C, H) >
(or,9*H) = deg(or — @(ap))( (or),H) =0
(D Ur‘) =d—06= d(f, 0’1")
) =

(D,®*H) = d(C, H) = d(f,®*H )>0.

(
(

Here H denotes an ample divisor on X.
From the numerical equivalence (**) we deduce

6
2d6 — 62
2
D —2
Then we get
2 2 2 2 2 6 6
D*=D*+() am)*>D*-6>D*—6—5 =2(d—6)—5 >0.
—of —or

(Here we used the fact that 72 < 0,a? < a;m,, T = 8:;;72.) The curve
Br C Fr, which is an irreducible component of D, is away from or
if d—6 = (D,or) = 0. Hence Claim above reduces to the inequality
D? < 0, which we derive from the following observation.®

Since C is general, the normal bundle N, x is of the form O(1)®"~1
and so Ng /% I8 trivial. Let X — X be the blow-up along C, with
exceptional divisor Eg C X. The triviality of the normal bundle means
that the divisor Eg| E; on Eg is seminegative. Perform blowing-ups

16\What we use below is the seminegativity of Ng /% rather than its triv-
iality. If we start from a dominant family of rational curves unsplitting at a
general point € X, then N /% is always seminegative by virtue of Theorem
2.8(2). Thus the above Claim as well as the statement of this step applies to
a fairly wide class of families of rational curves.
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Fp — F‘p to have a commutative diagram

FI‘ E—— X
L4

I

F]_" S X.
Lex

Then &* Es = a*D—i—A, where A is an effective divisor lying over finitely
many points on Fp. Thus

D?*= (a*D)? < (a*D,d*Ez) <0

bl

because CAP'*EC. restricted to a*D is semi-negative.
This completes the proofs of Claim and of Step 3 as well. Q.E.D.

Step 4. The projection Pty : Fo{z) — X is unramified over
X\ (Sing(X) U {a:}) In particular, there exists a proper finite morphism
Y — X, étale over X \ Sing(X) and a birational morphism Fo(zx) — Y
which factor the morphism Py .

Proof. In order to prove the assertion, take a (unique) normal bi-
rational modification X : F(z) --» Fo(z) such that pry : Fo(z) — X
lifts to a finite morphism

prﬁ)2 . FNz) — X = Bl,(X).

(Such a modification is constructed by first blowing up Fo(z) and then
taking the Stein factorization with respect to the projection onto X )
Since Fo(z) — X is finite over X \ {z}, we have the identity F}(z) =
Fo(z) outside the inverse images of = € X.

The strict transform o¥ of the distinguished section o is a subvariety
in F!(z) which is finite and birational over E,, and hence isomorphic to
E, ~P"1 by Zariski’s Main Theorem.

Recall that of is a connected component of (pruk)_lEm. Further-

more, the normal variety Fg (x) is smooth in codimension one and so
is it at a general point of o!. In particular, the Cartier divisor prgEz
is of the form ac® locally near a general point of ¢! and hence glob-

ally on a neighbourhood of o*. On the other hand, the strict transform
C* C F¥z) of a general fibre C C Fo(z) satisfies
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Thus a = 1 and we have prﬂ;Ew = of near of, showing that prg is
unramified near o".

By Step 1, pry is unramified on (U U ﬁ§;<w>(W)) \ o, where W C

So{z) is an open dense subset. This implies that pry] (Fo(z)\o) 1S UD-
ramified in codimension one, or equivalently, pry, finite over X \ {z},
is unramified over X \ (subset of codimension > 2), and we have the
assertion by the purity of the branch loci. Q.E.D.

Step 5. So(z) is a smooth variety birational to P"~1. In particu-
lar, the P!-bundle Fo(y) and Y defined in Step 4 are both smooth and
simply connected.

Proof. Let U C Fy(z) be a small open neighbourhood of o. U \ &
is unramified over X \ {x} and hence smooth. Furthermore, for each
s € So(zx), the fibre Cs = prg'(s) is a smooth P!. Therefore, for each
point p € C, N (U \ 0¢), there is a smooth (n — 1)-dimensional analytic
(or étale) slice §; which cuts out p from C,, inducing an analytic local

isomorphism (So(z),s) ~ gl. Thus So(z) is everywhere smooth.

In the proof of Step 3, we have checked that So(z) was birational
to P*~!, and hence 7 (So{z)) =~ w1 (P*~!) = (1) because of the bira-
tional invariance of the fundamental group of smooth projective va-
rieties. Y is birational to the smooth variety Fo(x). Furthermore,
Y — (the finitely many smooth points over z € X) is isomorphic to an
open subset of Fg{z), so that Y is smooth and hence simply con-
nected. Q.E.D.

Step 6. LetY be the smooth variety constructed above via Fo(x).
Then Y is a compactification of the universal cover of X \ Sing(X) by
finitely many varieties and hence independent of the choice of the base
point x € X. Thus a point y lying over a general point x is again a
general point of Y, and F(z) — S{z) defines a dominant unsplitting
family of rational curves on'Y through a general closed point y € Y.

Proof. For each fibre C ~ P!, the morphism Pry |z is generically
one-to-one because so is pry|g. Hence {Cy} = {pry(C)} is a closed,
dominant unsplitting family of rational curves (perhaps non-effectively)
parameterized by S(z). The image of o in Y is a single point 7 because
it is irreducible and finite over x. This implies the assertion.  Q.E.D.

Step 7. Put
Go = {(S,ﬁf‘y(as); s € go(&l})} C §0<£E> xY.

Then we have Fo(x) =~ Gy; i.e., every pry (C;) is smooth.
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Proof. The projection Pty : Fo(z) — Y factors through G¢ by
construction. Since PTy is birational and finite over Y \ {y}, we have
Fo(z) ~ G ~ Y over Y\ {y}. Thus every Ty (C) C Y must be smooth
off the base point y.

If, however, some pry (C,) has a singularity at a general point v,
then Theorem 3.10(3) asserts that there is a one-parameter subfamily
of nodal curves {pTy (C;)} with moving nodal locus, which contradicts

what we have just seen. Hence pry (C) is smooth also at y.  Q.E.D.

Step 8. Letpry : Fo (z) — Y be the birational morphism as above.
Then Sp{z) ~ pry ' (y) C Folz) is isomorphic to P*~! and Fo(z) ~
BL,(Y).

Proof. Since every fibre C = C, is isomorphically mapped onto a
curve through y = pry (o) in Y, we have a natural lift pry : F(z) —
Y = Bl,(Y). This birational morphism induces a birational morphism
o — E, (~ E;) and the equality pry Ey = 0. Hence pry is unramified
at a general point of o, and in the same time unramified on U \ o, where
U is an open neighbourhood of o. This shows that pry is unramified in
U by the purity of the ramification locus on smooth varieties. Thus we
have a isomorphism between U and an open neighbourhood of £, in Y,
inducing o ~ E,. In particular, F(z) is birational, finite over Bl,(Y),
and hence isomorphic to Bly(Y') by Zariski’s Main Theorem.  Q.E.D.

Step 9. Y ~ P" and pty (C) is a line. In other words, X is the
finite quotient P /G and the unsplitting rational curve C C X is the
image of a line C P", where G = 71(X \ Sing(X)).

Proof. Fo(z) ~ BL,(Y) is a P-bundle over Sy(z) ~ P"~!. Since
the distinguished section o is the exceptional divisor E, ~ P"~! via
the isomorphism Fy(x) ~ Bl,(Y), we have O, (o) ~ O(—1). Thus the

natural exact sequence
and the pushforward by prg, () induce the exact sequence
0= Oz, (2) = Pr5y () «OF () (0) = OF, 5y (—1) = 0.

This means that Bl,(Y) ~ Fo(z) is the projective bundle Pprn—1(O &
O(—1)) with o being Ppn-1(O(—1)), implying that Y is isomorphic to



42 K. Cho, Y. Miyaoka and N. I. Shepherd-Barron

pn.17 Q.E.D.

We have thus completed the proof of Theorem 0.2, while Theo-
rem 0.1 follows from

Step 10. X =Y ~P" ¢f FF — S 1s everywhere unsplitting.

Proof. Since Y \ (finite set) is the universal cover of X \ Sing(X),
the fundamental group G = 71(X \ Sing(X)) naturally acts on ¥ ~ P
and the normal variety X is the finite quotient under this action.

Suppose that G is non-trivial. Take an arbitrary element g # 1 €
G C Aut(P*) = PGL(n+1,k). Then g € PGL(n+1,k), an element of
finite order, can be diagonalized with at least two distinct eigenvalues
A1, A2. Choose eigenvectors vy, v, € C*T! corresponding to the eigen-
values. The two dimensional space Cvy + Cuvy defines a (g)-stable line
Co in P® ~ Y, on which g acts non-trivially.

Recall that F'(x) was a family of lines in Y = P™ passing through
y lying over x € X. It follows, then, that each point of S is the im-
age of a line C Y in X. In particular, S can be viewed as a closed
subset of the quotient of the Grassmann variety Grass(P™,1) by the
action of G. Since S is a doubly dominant family of curves, we have

17 A more elementary and direct proof is the following: By pulling back
a hyperplane h on Sy(x), we get a base-point-free effective divisor H, on
Fo(z) ~ Y = Bl,(Y). H.|, is a hyperplane in E, ~ o ~ So(z), so that
ffm ~ uy Hy — E,, where H, is an effective divisor on Y. The obvious equality
H? = h™ = 0 on Fo(z) = Bl,(Y) then gives HY = 1. The free (n — 1)-
dimensional linear system II:I =| on Y can be viewed as a linear subsystem with a
unique base point y € Y of the complete linear system |H;| on Y. Viewed as a
linear system on Y, the base locus of the bigger linear system |H| is contained
in y € Y lying over x € X. By moving around the prescribed base point
z € X, we get a new linear subsystem |H,/| of |H,| on Y with a single base
point 3’ over =’ # z. The two divisors H, and H,/ are obviously algebraically
equivalent and hence linearly equivalent by the vanishing of the irregularity
q(Y) (it is birational to a P'-bundle over P*~'). Thus |H,| = |H./| = |H]|.
Take a general member D € |H,/| and consider the linear system A C |H|
spanned by D and |H,|. A is an n-dimensional linear system free from base
points and hence gives rise to a morphism ¢ : Y — P" of mapping degree
H™ = 1. This birational morphism ¢, is finite and hence an isomorphism by
Zariski’s Main Theorem. To see this, it suffices to check that (I, H) > 0 for
an arbitrary effective curve I on Y. The strict transform I' € X ~ Fo(z) is a
curve not contained in E, = o. Hence (T, H) = (T, H + o) > (', H), the third
term being positive unless ' is a fibre C over a point in So(z). For a fibre
I’ = C, we have (pfy (C), H) = (C,0) = 1, so that the image of pry (C) C Y
in P" is a line.
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dimS > 2n — 2 = dim Grass(1,P"), so that S = Grass(P*,1)/G, a
2(n — 1)-dimensional irreducible variety. Consequently the image of Cy
is represented by a point € S, while pry (([Co], Co)) C X factors through
the quotient Co/(g). Hence pry|c, : Co — X is not generically one-to-
one, contradicting the global unsplitting property of the family. Q.E.D.

Example 4.3. The everywhere unsplitting condition on F' — S is
really necessary in order to characterize projective spaces. The easiest
example is constructed in dimension two as follows.

The cyclic group G = Z/(p) of order p, an odd prime
number, effectively acts on Y = P? via the diagonal action
diag(1, exp 2—”#, exp iﬁp\/ﬂ) of a generator. If y € Y is general, then

the orbit G(y) C Y is not collinear, or, equivalently, no line passing
through vy is G-stable. This means that the images of the lines on Y
in X =Y/G form a closed, doubly-dominant family /' — S of rational
curves on X which is unsplitting at a general point. The line connecting
y and g(y) is mapped to a nodal curve on X, so that there are exactly
pz;l- points of S which represent curves with nodes at a fixed general
point z.

Around the fixed point (1 : 0 : 0) € P2, the quotient morphism

P? — X is given by
(5,8) 1= (st, 8%, 17) € X = {(u,v,w);vw = P}

in terms of affine coordinates. Hence a general line {(1 : s : as)}secuco
passing through (1,0, 0) is mapped to the curve {(as?, s?,aPsP)} with a
(2,p)-cusp. Thus there are finitely many cuspidal curves € S passing
through a given general base point x.

This construction easily carries over to higher dimension (for in-
stance, consider X = P"/G, G = Z/(p), where p is a prime number
> n + 1), showing that

a) There are lot of singular quotients of P™ which carry doubly
dominant families of rational curves unsplitting at a general
point, and also that

b) The dimension estimates (Theorem 3.10(1) - (3)) in Kebekus’

theorem are optimal in general.

5. Various characterizations of projective spaces

In this section, we derive from Main Theorem 0.1 various character-
izations of projective spaces given in Corollary 0.4.
For the proof of Corollary 0.4, let us begin with trivial implications:

(a) The condition X ~ P™ implies all the other conditions;
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(b) (Length condition) = (Length condition for rational curves) =
(Length condition for rational curves with base point); and

(c) (double dominance condition for rational curves) < (dominance
condition for rational curves with base point) = (double domi-
nance condition for rational curves of minimum degree).

Furthermore we know the implication relations

(d) (Frankel-Siu-Yau condition) = (Hartshorne-Mori condition) =
(Mori condition).

Indeed, as is well known, the positivity of the holomorphic bisectional
curvature yields the ampleness of the tangent bundle, while from the
ampleness of tangent bundle © x (or from a weaker condition that —Kx
is ample) follows the uniruledness of X.

Our Main Theorem asserts that the double dominance of an unsplit-
ting family implies X ~ P™, while

(e) a family of curves of minimum degree is always unsplitting,

and hence (double dominance condition of rational curves of minimum
degree) implies X ~ P™.
Thus only the following implications remain to be checked:
(f) (Hirzebruch-Kodaira-Yau condition) = (Kobayashi-Ochiai con-
dition) = (Length condition);
(g) (Mori condition) = (Length condition for rational curves);
(h) (doubly transitive group action) = (Mori condition);
(i) (Remmert-Van de Ven-Lazarsfeld condition) = (Length condi-
tion for rational curves with base point) = (double dominance
condition for rational curves of minimum degree).

In what follows, we check the implications above one by one. Almost
everything is an easy exercise except for the proof of the implication
(Hirzebruch-Kodaira-Yau) = (Kobayashi-Ochiai), where we need the
topological invariance of some Chern numbers plus the characterization
of ball quotients due to S.-T. Yau.

Proof of (Hirzebruch-Kodaira-Yau) = (Kobayashi-Ochiai):
Assume that X is homotopic to P". Noting that X is simply connected
and complex projective, we have Pic(X) ~ H?(X,Z) ~ H?*(P",Z) ~ Z.
The first Chern class ¢1(X) can be written as mh, where m is an integer
and h is the positive generator of Pic(X). The Chern number ¢} (X) =
m™ is a homotopy invariant up to sign [Hi], so that m = +(n + 1).
The Kobayashi-Ochiai condition is thus satisfied modulo the positivity
of m. Suppose that m were negative. Then Kx would be ample and
hence X would carry a Kahler Einstein metric [Y1], [Y2] and [Au]. The

Chern number ¢} 2 (2(n+1)cz —nc}) is again a homotopy invariant (up
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to sign) and hence zero because X ~ P™. By Chen-Ogiue-Yau’s result
[CO], [Y1] and [Y2], this would imply that the universal cover of X is
the open unit ball B, = SU(1,n)/S(U(1) x U(n)), contradicting the
assumption that the compact manifold X is simply connected. Q.E.D.

Proof of (Kobayashi-Ochiai) = (Length): Since —Kx is am-
ple and divisible by n + 1, it follows that (C,—Kx) > n + 1 for any
effective curve on X. Q.E.D.

Proof of (Doubly tramsitive group action) = (Mori): A
complex Lie group which holomorphically acts on X with a fixed point
is necessarily a linear algebraic group, a rational variety (a non-trivial
action of a complex torus cannot have fixed points). Hence the orbit
space X is uniruled (actually unirational). Let C' C X be an irreducible
curve and z € C a smooth point. A doubly transitive action of Aut(X)
gives rise to vector fields on X with zero at a given point x. This shows
that ©x ® Oc(—=z) is generated by global sections. Hence Ox|c is
ample. Q.E.D.

Proof of (Mori) = (Length of rational curves): Let
f : P! — X be a morphism, which is birational onto its image. If © x| F(PY)
is ample, then so is f*@x. Thus f*Ox = O(d;) @ --- ® O(d,),d; > 1.
Since there is a non-zero natural homomorphism O(2) ~ Op1 — f*Ox,
some d; must be at least 2. Hence (C,—Kx) = deg f*0Ox = > d; >
n+ 1. Q.E.D.

Proof of (Remmert-Van de Ven-Lazarsfeld) = (Length of
rational curves with base point): Let g : PV — X be a surjective
morphism. Clearly N > n = dim X. Take an ample divisor H on X.
If n = 0, then there is nothing to prove. If n is positive, then g*H
cannot be trivial so that (¢*H)N = g¢g*(HY) > 0. This shows that
N = n. In particular by Sard’s theorem, there is a non-empty open
subset U C X such that g is unramified over U. Pick up z¢g € X from
U. Let C C X be an irreducible curve through o and (é’,:fo) CP*a
pointed irreducible curve such that g(C) = C,g(%) = zo. We have a
natural homomorphism Opr|s — (g|z)*Ox, which is an isomorphism
at Zo and hence globally injective. Since ©p~ is ample, so is (g|=)*©x.
Thus O x|¢ is ample and, if C is rational, deg© x|c = degv*©x > n+1,
where v : P! — C — X is the normalization. Q.E.D.

Proof of (Length of rational curves with base point) =
(double dominance of rational curves of minimum degree): Let
C be a rational curve passing through zoy. Assume that C' has min-
imal degree among such curves. Let f : P! — X be the morphism
induced by the normalization. Then, if (C,—Kx) > n + 1, then the
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Hom(P!, X; 00 — xp) has dimension at least n + 1 at [f], giving rise to
a family of morphisms as desired. Q.E.D.

Remark 5.1. For a singular projective variety X, the conditions
(Remmert-Van de Ven-Lazarsfeld), (Double dominance of rational curves
of minimum degree) and (Dominance of rational curves with base point)
in Corollary 0.4 still make sense. When X is normal, Theorem 0.2 asserts
that

X ~ P") < (Double dominance of rational curves of minimum degree
g
= (Dominance of rational curves with base point)

= (Remmert-Van de Ven-Lazarsfeld).

If we drop the normality condition, the third still implies the fourth
because they are both of birational nature. However, the first two con-
ditions are not mutually equivalent any more. The most trivial example
is this: let x1, x5 € P™ be two distinct point and let X be P™ with these
two points x;, z, identified (it is easy to check that X is projective).

Remark 5.2. Let us have a quick glance at the history of charac-
terizations of projective spaces.

The Hirzebruch-Kodaira characterization [HK]| (1957) was obtained
(under the condition that the first Chern class c; is positive) as a beauti-
ful application of the two milestones of the age: Hirzebruch’s Riemann-
Roch [Hi] (1953) and Kodaira vanishing [Kod] (1953). The solution of
Calabi’s conjecture by S.-T. Yau [Y1], [Y2] and T. E. Aubin [Au] (1978)
enabled us to drop the positivity assumption on c;. S. Kobayashi and
T. Ochiai [KO] (1973) found that one can relax the diffeomorphism con-
dition to the divisibility condition on c;; in fact, this condition together
with Kodaira vanishing completely determines'® the Hilbert polynomial
h(t) = x(X,0O(tH)), where H is an ample divisor such that [H] is a
positive generator of H? (X,Z) ~ Z. These two earlier characterizations
are topological, or rather cohomological, in nature.

In 1960s, conjectures on more geometric characterizations were
proposed by T. Frankel [Fr], R. Hartshorne [Hal], R. Remmert and
A. Van de Ven [RV]. The first two conjectures were formulated in terms

®Indeed, we have h(—1) = --- = h(—n) = 0, h(0) = 1 for the polynomial
h of degree n, so that h(t) = (1/n!)(t +1)--- (¢t + n). In particular, we have
H" =1,dimH%(X,O(H)) = h(1) = n+ 1. Similarly, if X is an n-dimensional
Fano with —Kx = nH, then h(t) = (—1)"h(—n —t) (Serre duality), h(0) = 1,
h(—=1) =---=h(—n+1) =0, and hence h(t) = (2/n)(t+ (n/2))(t+1)--- (t+
n—1), H* =2, dimH*(X,O0(H)) = h(1) = n + 2.
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of the positivity of tangent bundles, while the third is concerned with
holomorphic images of projective spaces.

It was perceived wisdom among experts that the key to the
Frankel/Hartshorne conjecture was the existence of lines, i.e., rational
curves C' on the variety X with (C,-Kx) = n+ 1. Y.-T. Siu and
S.-T. Yau [SY] (1980) solved the Frankel conjecture by realizing lines as
energy-minimizing C* images of the Riemann sphere S? with the aid of
an imposing work of Sacks-Uhlenbeck [SaU] on harmonic maps. In their
proof, the positivity of the curvature tensor is essential to ensure global
convergence of energy minimizing sequences, and so their method does
not work under weaker conditions like the positivity of the Ricci tensor.
Shortly before their work, however, S. Mori [Mol] (1978) discovered a
revolutionary technique (Bend and Break plus modulo p reduction) to
produce rational curves under much milder conditions: if the canonical
bundle is not nef, then we can always find rational curves [MiMo]. Once
sufficiently many rational curves were found, the Hartshorne conjecture
was not hard to prove any more.!® R. Lazarsfeld [La] (1983) applied
Mori’s result to solve the conjecture of Remmert-Van de Ven.

The characterization in terms of the length was proposed by S. Mori
and S. Mukai at Taniguchi Conference, Katata 1987, where the partic-
ipants jointly compiled a list of open problems in algebraic geometry.
The formulation of Theorem 0.1 in terms of the existence of a doubly-
dominant, unsplitting family is presumably new. One of the cornerstones
of our result is Theorem 3.10 due to S. Kebekus, who obtained the result
in the spring of 2000 during his stay at RIMS, Kyoto University.

Remark 5.3. Various results on projective n-space have been ex-
tended to n-dimensional smooth hyperquadric Q,, C P**!, the second
simplest n-fold. For instance, the following six conditions on a smooth
complex Fano n-fold X (n > 2) are known to be equivalent:

- X~ Qn;

— Brieskorn condition [Br]: X is diffeomorphic to Qp;

— Kobayashi-Ochiai condition [KOJ]: ¢;(X) is divisible by n in
H*(X, Z);

— Siu condition [Si]: X carries a Kéhler metric of semi-positive
holomorphic bisectional curvature with certain non-degeneracy
condition;

— Cho-Sato condition I [CS1]: X is a holomorphic image of Q,
and is not isomorphic to P";

19Gtep 4 through Step 9 in the previous section essentially reproduce the
proof.
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— Cho-Sato condition II [CS2]: A20x is ample but ©x is not
ample.

These are of course the counterparts of (Hirzebruch-Kodaira),
(Kobayashi-Ochiai), (Frankel-Siu-Yau), (Remmert-Van de Ven-
Lazarsfeld) and (Hartshorne-Mori) for projective spaces, respectively.
In view of the apparent parallelism above, it is quite natural to ask
if our method (possibly after some minor modifications) applies to
hyperquadrics. To be more specific, we conjecture that the following
two conditions on X are also equivalent to the above six:

— Length condition: min{(C,-Kx);C C X is a curve} = n;

— Subdouble dominance of rational curves: Let F' — S be an
arbitrary maximal family of rational curves on X. Then, F
is a dominant family and, for general z € X, the projection
pry : F(z) — X has image of dimension > n — 1.2°

Thanks to the classification of Del Pezzo surfaces and Fano threefolds
[Is1], [Is2] and [MoMu], the conjecture is verified up to dimension three.

PART III. Applications to Complex Symplectic Manifolds

6. Complex symplectic manifolds: generalities

This section is a concise review of the theory of complex symplectic
manifolds. For proofs and further discussion, we refer the reader for
example to Beauville [Beal] and Fujiki [Fu].

Let Y be a Kihler manifold and 1 a d-closed?! holomorphic 2-form
on it. 77 defines a skew-symmetric, O x-bilinear pairing: ©y x Oy — Oy.
When this pairing is everywhere non-degenerate, we call the pair (Y, n),
or simply Y itself, a complexr symplectic manifold, and 7 is said to be a
complex symplectic form or a complex symplectic structure?? on Y.

A (complex) symplectic manifold is necessarily of even dimension
2n. The non-degeneracy condition of 7 is equivalent to saying that A™n
is a nowhere vanishing 2n-form. In particular, the canonical bundle Ky
of a (complex) symplectic manifold Y is trivial. The symplectic form 7
gives a standard isomorphism Oy =~ Q%/

20A normal (singular) hyperquadric C P™*! also satisfies this condition.
One could ask if finite quotients of hyperquadrics are characterized as normal,
projective, uniruled varieties which satisfy the above subdouble dominance
condition.

21 As is well known, the d-closedness of 7 is automatic if Y is compact.

22We often drop the adjective “complex” when there is no danger of
confusion.
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Let Z C Y be an analytic subset (closed, open, locally closed, or
whatever). A subbundle?® £ C Oy |z is said to be isotropic if n identi-
cally vanishes on £ x £. The rank of an isotropic subbundle £ does not
exceed n = (1/2)rank ©y. An isotropic subbundle of rank n is called
Lagrangian. If £ C Oy |z is Lagrangian, n gives a non-degenerate pairing
between £ and (Oy|z)/E, and thereby a natural isomorphism between
(©y|z)/€ and the dual of €.

In general, a symplectic structure 7 is not unique even modulo the
equivalence via non-zero constant scalar multiples. For instance, if n’ is
any (possibly degenerate) d-closed holomorphic 2-form, n + ¢’ is again
a symplectic form if the parameter t is sufficiently close to zero. How-
ever, when H°(Y, Q%) is one-dimensional, there is essentially only one
symplectic structure, and we call Y a primitive symplectic manifold in
this case.

The importance of primitive complex symplectic manifolds in the
framework of the classification theory of Kahler manifolds is illustrated
by the following

Theorem 6.1 (“Bogomolov decomposition” due to Berger [Ber]-
Yau [Y2]-Bogomolov [Bo]-Beauville [Beal]). Let W be a compact
Kihler manifold whose canonical class —c (W) € H*(W,Q) is zero.
Then there exist a finite étale cover W — W, a Ricci-flat Kihler metric
g on W and a Riemannian decomposition W ~ A x [[Yi x [[ Z; such
that

(a) A is a flat complex torus (with trivial holonomy ); that

(b) Y; is a simply connected, primitive symplectic manifold of di-
mension 2d; with holonomy group Sp(2d;); and that

(c) Zj is an n;-dimensional simply connected manifold whose holo-
nomy group is SU(n;), n; > 3 (i.e., Z; is an SU-manifold ).

Each class appearing in the above decomposition has trivial canonical
class. The three classes are separated from each other by simple bira-
tional invariants:

Complex torus <= H°(Q!) #£ 0,
Symplectic manifold <> H°(Q') =0, H*(Q?) # 0,
SU-manifold <= H°(Q') = H°(Q?) = 0.

23 A coherent subsheaf £ of a vector bundle (= locally free sheaf) F is
called a subbundle if /£ is locally free. A subbundle is always locally free.
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In essence, this theorem asserts that the classification of compact
Kahler manifolds with trivial canonical classes reduces to that of com-
pact primitive symplectic manifolds and SU-manifolds.?*

The (analytic) local structure of a symplectic manifold is extremely
rigid. Indeed we have the following

Theorem 6.2 (Darboux). Let (Y,n) be a complex symplectic man-
ifold. Then, around each point of Y, we can find a local analytic coordi-
nate system, called a Darboux coordinate system, (T1,...,Tn;Y1y---,Yn)
such that

n =dzx, Ndyy +dxs ANdys + - - - + dx, A dy,.

Despite the rigidity of the local structure, the global structure of
compact symplectic manifolds is rich and admits abundant non-trivial
deformation of complex structure.

Theorem 6.3 (Bogomolov [Bo|-Beauville [Beal]; for the general-
ization to SU-manifolds, see Tian [Ti] and Todorov [To]). Let Y be
a compact complex symplectic manifold. Then the deformation space
(the Kuranishi space) of the complex structure of Y is smooth and its
tangent space at [M] is exactly H'(Y,0y) ~ H(Y,Q)). The Kuran-
ishi space is a Kdhler manifold via the Weil-Petersson metric defined
by the canonical Hodge pairing on H'(Y,Oy;) induced by a prescribed
Ricci-flat Kdhler metric on M. In particular, given a homology class
o € Hy(Y,Q) N (H**(Y))* (which is represented by a rational algebraic
1-cycle by a theorem of Lefschetz), there is a one-parameter deforma-
tion Y = {Yi}ier such that the flat lifting on € Ha(Y:, Q) of a is no
more an algebraic cycle for general t.

If we deform the complex structure of given compact Y in a general
direction, then Y will not contain any compact analytic curve. In fact,
given an algebraic cycle a € Y, the algebraicity of « is preserved in a Q-
rational hyperplane ot in H* (Y, Q') C (Hg (Y, (C))*, which is analytically
locally identified with the Kuranishi space. More generally, the set of the
deformations with Picard number > p locally forms a countable union
of linear affine subspaces of codimension p in the Kuranishi space.

An immediate consequence of this observation is

Proposition 6.4. Let Y be a compact complex symplectic mani-
fold of dimension 2n and f : P! — Y a non-constant morphism. Then
Hom(P!,Y) is of dimension > 2n + 1 at [f].

24Manifolds within these two classes are often referred as “Calabi-Yau
manifolds”.
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Proof. We can construct a one-parameter deformation V = {Y;},
Y = Y, such that the algebraicity of the cycle f(IP!) is destroyed on
general Y;. Hence (the underlying reduced structure of) Hom(P!,)) is
locally identical with Hom(P!,Y’) around [f]. On the other hand, since
the canonical bundle Ky is trivial, we have

dim(s) Hom(P',Y) = dim{s) Hom(P*, ) > x(P', f*Q,) = 2n + 1.

Q.E.D.

Definition 6.5. Let (Y,7) be a complex symplectic manifold of di-
mension 2n. A subvariety Z C Y is said to be isotropic if ©zo C Oy |z
is isotropic (equivalently: if n|z € H°(Z,Q%/(torsion)) identically van-
ishes). Here the symbol Z° stands for the smooth locus of Z. Any
isotropic subvariety Z has dimension < n. If dim Z attains the maxi-
mum n, Z is called a Lagrangian subvariety.

If a subvariety Z contains sufficiently many rational curves, then it
is necessarily isotropic (Lagrangian provided dim Z = n). Indeed, we
have:

Proposition 6.6. Let Z be a closed r-dimensional subvariety of a
2n-dimensional compact complex symplectic manifold (Y,n). If there is
a family of rational curves f: T x P! — Z C Y, such that

(1) f(T x {oo}) is a single closed point and that

(2) f(T x P') contains an open dense subset of Z,

then Z is an isotropic (Lagrangian, if r = n) subvariety.

Proof. 1If necessary, by changing the parameter space T' by a suit-
able resolution, we may assume that T' is a complex manifold. We have
a natural generically injective homomorphism

priO7 @ pri Op: (—o0) — Hom(f*QY, Opypi(—00)) C (f*Oy)(—0c0).

Hence Hom(f*Qk, Opyp) is ample when restricted to general {t} x P!,
The restriction of ) to Z induces a bilinear pairing on Hom(2},, Oz) with
values in the trivial line bundle @z. Since the former vector bundle is
ample on general f;(P!), this pairing identically vanishes on f;(P'). In
view of the condition (2), this proves the assertion. Q.E.D.

Remark 6.7. In Proposition 6.6, if the closed point f(T x {co})
is a non-singlular point of Z, it follows that Z is rationally connected.?®

25 A projective variety X is rationally connected if its two general points
can be joined by an irreducible rational curve on X.
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It is a general fact that a rationally connected variety has no nonzero
global holomorphic r-forms, » > 0 ([KMM)]).

7. Fibre space structure of primitive complex symplectic man-
ifolds

Let Y be a projective, primitive complex symplectic manifold of di-
mension 2n. Yau’s theorem [Y1] and [Y2] asserts that if we are given
a Kahler class 1, Y carries a unique Ricci flat Kaéhler metric g whose
Kahler form 7 is cohomologous to the given 7. The Ricci-flat Kahler
metric with holonomy Sp(2n) furnishes Y with a natural hyperkahler
structure, which governs the Hodge-Lefschetz decomposition of the co-
homology ring H**(Y,C). In view of this special structure of the coho-
mology, Beauville [Beal] defined a symmetric bilinear form (Beauuville
quadratic form?®) Q(-,-) on the Néron-Severi group NS(Y) such that
D?" = cQ(D, D), D € NS(Y), where c is a constant independent of D.

The existence of the Beauville quadratic form yields non-trivial in-
formation on the cone of divisors. If D is a nef divisor % 0 with D?" =0
and H is ample, then we have

> (?) tkD™kH* — (D 4+ tH)* = cQ(D + tH,D + tH)"

= c(Q(D, D) +2tQ(D, H) + *Q(H, H))".

If we compare the coefficients of t* in the left-hand side and in the right-
hand side, we easily get Q(D,D) = 0, Q(D,H) > 0, D"H™ > 0 and
D" H™* = 0, i > 0. Namely, a non-zero nef divisor on a primitive
complex symplectic manifold Y of dimension 2n is either big or looks
like a pullback of an ample divisor on an n-dimensional variety.
Starting from this observation, D. Matsushita discovered that any
non-trivial fibre space structure of Y must be of very restricted type.

Theorem 7.1 (Matsushita [Mats|). LetY be a projective, primi-
tive complex symplectic manifold and let # :' Y — X be a morphism onto
a normal projective variety X with 0 < dim X < 2n = dimY and with
7.0y = Ox. Then:

(1) X is of dimension n and Q-factorial, i.e., any Weil divisor on
X is a Cartier divisor if multiplied by a suitable positive integer. The
Picard number of X s one.

(2) X has only log-terminal singularities.

?GFor a systematic account on the Hodge-Lefschetz decomposition on hy-
perkhler manifolds and the Beauville quadratic form Q, see Fujiki [Fu].
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(3) The anticanonical divisor —Kx is ample (as a Q-Cartier divi-
sor). In other words, X is a Q-Fano variety.

(4) Every fibre Y, of 7 is of pure dimension n and each of its com-
ponents is Lagrangian.

The property (1) specifically means that a nonzero effective Weil di-
visor D and an effective curve C on X necessarily meet each other.2’ The
property (4) implies that a smooth fibre A of 7 is an abelian variety be-
cause ©4 and the trivial normal bundle N4 )Y = (’)f" are mutually
duals via the symplectic pairing.?®

Under a certain technical condition, Main Theorem 0.1 shows that
the base variety X of a non-trivial fibration of a primitive symplectic

manifold Y is a projective space. Namely:

Theorem 7.2. Letw:Y — X be as in Theorem 7.1 and assume

i addition that m admits a section 0 : X — Y. Then X is isomorphic
to P™.

The proof of Theorem 7.2 consists of several steps. We start with
easy observations.

Lemma 7.3. X is a smooth uniruled variety. Let xt € X be a
general point and C C X a rational curve of minimum degree passing
through x. If C 1is general, then C is smooth and

@X|C ~ 0(2) ) 0(1)®6_1 &) O9n—e,

Proof. The projection 7 and the section ¢ give a canonical injection
Ox — Oy and a natural surjection Oy —» Ox, thereby inducing an
Ox-linear map Q2% — Q) and an Oy-linear surjection 2} — QL.
Therefore % is a direct summand of the Ox-module Q}|,(x). Since
Q3 |o(x) is locally free by the smoothness of Y, we conclude that Q%
is also locally free; that is, X is smooth. In particular, X is a Fano
manifold by Matsushita’s theorem. Any Fano manifold (more generally,
any Q-Fano variety) is uniruled by [MiMo]. The proof of the second and
third statements are given in Theorem 2.8. Q.E.D.

From now on, we fix the notation as follows.
Let = be a general point on X, and C C X a general (smooth)
rational curve of minimum degree passing through x. By the embedding

2"We need this fact to prove Theorem 7.2 below.
28 An alternative proof is by the famous theorem of Liouville on completely
integrable Hamiltonian systems (see Arnold [Ar, p.272]).
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o : X — Y, we view C and X as closed subschemes of Y. Define
f: P! - Y by fixing an isomorphism P! ~ C C o(X) C Y.

Lemma 7.4. We have an isomorphism
f*Oy ~0(2) 0 0(1)% ! o 0%2"~2¢ ¢ O(—1)%"1 § O(-2).

Proof. Since X is a Fano manifold, there is no non-zero global 2-
form on X.2° Hence X is a Lagrangian submanifold in Y. Then the
symplectic form 7 defines an isomorphism between

F*Ox ~ 0(2) ® O(1)®1 g O®n—e

and the dual of f*Oy /f*Ox. Q.E.D.

Corollary 7.5. Hom(P!,Y) is smooth at [f]. If [h] € Hom(P!,Y)
is sufficiently close to [f], then h*©y has the same decomposition type
as f*Oy.

Proof. By Lemma 7.4, we have dim HO(IP’I, f*©y) =2n+1, whilst
we have the estimate dimgsyHom(P!,Y) > 2n + 1 by Definition 6.5.
This shows that Hom(P!,Y) is smooth at [f] and the differential of the
universal morphism Hom(P!,Y) x P! — Y has rank 2n — e at ([f],p),
where p € P! is general. Therefore, if [h] € Hom(P!,Y) is sufficiently
close to [f], we have

dimH(P', h*©y) = dimp,; Hom(P',Y) = dim(;) Hom(P',Y) = 2n + 1

and H(P!, h*©y) generates a subsheaf & C h*©y of rank 2n — e. The
quotient £/Op: is semi-positive, of rank 2n — e — 1, of degree e — 1, and
is isomorphic to O(1)®¢~! @ O%?n=2¢ when h = f. This decomposition
type is obviously stable under small deformation, and hence

£~ 0(2) @ O(1)% 1022,

Then by the existence of non-degenerate pairing on h*©y D £, we get
the assertion. Q.E.D.

Fix a general point z € o(X) >~ X and a general rational curve
C C o(X) of minimum degree through z. Recall that C ~ P! lies on the
smooth locus of o(X). Let f: P! ¥ C — o(X) C Y be the embedding
given above, M a sufficiently small Zariski open neighbourhood of [f]
in Hom(P',Y), and f : M x P! — Y the restriction of the universal

2By Kodaira vanishing, we have H*(X, Ox) = H*(X,Q%) = 0.
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morphism. Pick up a general point z = h(p) = f([h], p) of f(M x P') C
Y and put M, = MNHom(P!,Y;p s 2). M and M, are smooth because

dimH°(P!, h*Oy) =dim M = 2n +1,
dimH°(P*, h*©y (—p)) = dim M, = n + 1.

Let f, : M, x P! — Y denote the restriction of f.

By Corollary 7.5, the universal morphism f: M x P! — Y is every-
where of constant rank 2n — e, so that f(M x P') C Y is an immersed
locally closed submanifold of dimension 2n — e (after shrinking M to
a smaller open subset if necessary). In particular, the normalization
Z of f(M x P') is smooth. The morphism f : M x P! — Y factors
through g : M x P! — Z and the natural immersion Z — Y. Notice
that o(X) C Y is contained in the closure of f(M x P!) because Os,x)lc
is semipositive.

Let Z, denote the normalization of f,(M, x P!) C f(M x P'). Let
g, : M, xP! — Z, and j : Z, — Z be the morphisms defined in an
obvious manner. Our morphism h : P! — f(M, xP!) C f(M xP!) c X
naturally defines morphisms g, : P! — Z,, g = jg, : P! — Z.

Then an immediate consequence of Lemmas 7.3 and 7.4 is the fol-
lowing

Lemma 7.6. We have

907 = O(2) ® O(1)®e~! g OP2n—2¢
1267, € O2) 8 O™ € 4261, (1)

The composite natural projection Z — Y = X is everywhere of rank n
near the curve g(P') C Z.

Lemma 7.7. Let the notation be as above and assume that M 1is
sufficiently small. Then

(1) The 2-form n defines a degenerate bilinear form of constant rank
2n — 2e on Oz in a natural way.

(2) Z, is smooth and j : Z, — Z 1is an embedding.

(3) The subsheaf ©z, C j*©yz is determined by the following null-
space property:

v €Oz, < n(v,w)=0 for arbitrary w € 7%O .

Thus the subset Z, C Z, attached to a general point z € Z, is indeed an
integral submanifold of a foliation of rank e on the smooth, locally closed
variety Z .



56 K. Cho, Y. Miyaoka and N. I. Shepherd-Barron

Proof. The rank of © is everywhere 2n — e, while Oy is of rank
2n. Elementary linear algebra then shows that the bilinear form n|g,
has pointwise rank > 2n — 2e, and the associated null space

Null,(©zp) = {v € Ozp;n(v,0z,) =0}

has complex dimension < e. As a function in p € Z, dimNull,(©z,)
is uppersemicontinuous (equivalently, rank 7|e,  is lower semicontinu-
ous). Hence the statement (1) follows if we check that dim Null,(©z ) =
e for general p € Z.

On P!, the maximal positive subbundle O(2) & O(1)®¢~! C g*Oz is
of course ample and ¢g*© 7z = g} 7*O is semipositive, so that any pairing
9.0z, X g;7*Oz — O identically vanishes. This means that the pairing

n: @Zz X j*GZ — OZZ

vanishes on g.(P!). By deforming h and thereby g,(P') C Z., we con-
clude that the pairing © 7z, X j*0z — Oz, must identically vanish on Z,.
Hence, on an open dense subset of Z,, the vector bundle ©z, of rank
e is pointwise identical with Null,(©7z ,), showing that dim Null, (0 ,)
is constant on Z,. Noticing that the family {Z,}.cz sweeps out Z, we
conclude that the subspaces Null, (©z ) have constant dimension e on
Z and gives rise to a subbundle Null,(©z) C ©z.

The Lie bracket [, | defined on ©z induces an Oz-homomorphism
A*Null,(©z) — ©z/Null,(©z). If we restrict things to a small deforma-
tion of g,(P!), the target is a trivial vectorbundle while the source is am-
ple, and hence any Oz-homomorphism A?Null,(©7) — ©7/Null,(©7)
is a zero map. This means that the subbundle Null,(©7) is involutive,
i.e., [Null,(©z),Null,(©z)] C Null,(©z). Thus Null,(©z) defines a
foliation on Z.

Furthermore, we have seen that © z, is identical with the subbundle
Null,(©z) (on an open dense subset of Z,). In other words, Z, is an
integral submanifold of the foliation given by Null,(©z), whence follows

(2) and (3). Q.E.D.

Corollary 7.8. There exist a variety B and a dominant morphism
Z — B of which a general fibre is a manifold of the form (Z,) N Z,
z € Z. (Here ¢ denotes the Zariski closure.)

Proof. Given a point z on Z, the integral variety of a non-singular
foliation passing through z is uniquely determined and, in our situation,
is a constructible set of the form Z,/ for some 2z’ € Z. Hence we have a
well-defined morphism Z — Chow(Z°), z — [(Z,/)¢]. Q.E.D.
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Recall that the closure of f(M x P') contains (X ). More precisely,
f(M xP') (as well as its normalization Z) contains a smooth small open
neighbourhood U C o(X) of C = f(P!). Hence the natural rational
map o(X) --+ Z and the fibration Z — Chow(Z¢) induce a dominant
rational map ¢ : 0(X) --+ B’ C Chow(Z°), well defined as a morphism
onU.

Lemma 7.9. (];(MgC x P1))° = o(X), or equivalently e = n, the
superscript ¢ denoting the closure. In particular, dim( s Hom(P!, o(X))
=2n+1.

Proof. Suppose otherwise. The projective variety B’ is then of
positive dimension. Take a divisor D’ on B’ away from the single point

$(C) = ¢(f(P') = p(c(X)NZ,) € B,

and let D be its inverse image on o(X). (More precisely, blow up o(X)
along centres away from U to resolve the indeterminacy of ¢, and we get
the diagram

a(X) " B’ € Chow(Z)

[
o(X).

Then we define D to be u(¢"*D’).) D is well-defined on U (i.e., indepen-
dent of the choice of o(X)’) and is away from o(X) N Z, D C. In other
words, there exists an effective Weil divisor D on o(X) which does not

meet the effective curve C. This contradicts Matsushita’s result that
0(X) ~ X has Picard number one. Q.E.D.

Theorem 7.2 immediately follows from this lemma and our Main
Theorem 0.1.

Example 7.10. The following example of non-trivial fibration of
primitive complex symplectic manifolds is due to Fujiki (r = 2) and
Beauville [Beal] (r general).

Let S — P! be an elliptic K3 surface with everywhere non-vanishing
2-form 7. Hilb"(S), the Hilbert scheme of 0-dimensional closed sub-
schemes of degree r on S, is known to be smooth by a result of Fogarty
[Fo]. There is a natural birational morphism from Hilb"(S) to the sym-
metric product Sym” (S) = S x --- x S§/&,., which is identified with the
Chow scheme of the effective 0-cycles of degree r.3°Thus we have natural

30By virture of the normality of the symmetric product and the universal
property of the Chow scheme.
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morphisms Hilb”(S) — Sym”(S) — Sym” (P!) ~ P", defining an abelian
fibration structure of Hilb"(.S) over P". The &, -invariant 2-form > prin
naturally lifts to a symplectic form on Hilb"(S), nonzero holomorphic
2-form unique up to non-zero factor.

Examples of this type form a 19-dimensional family because the
deformation of the elliptic fibre space structure of S is parameterized
by a 19-dimensional space thanks to the global Torelli for K3 surfaces
[BaPeVV, VIL.11.1].

We can check that the second Betti cohomology group of Hilb"(S)
is generated by H?(S, C) and the exceptional divisor E over the diagonal

A ={(z1,...,2);z; = x; for some (i,7),t # j}/6, C Sym"(S5),
so that
H'(Hilb"(S), Omir(sy) ~ H' (Hilb"(S), Q') ~ H'(5,Q") @ C[E] ~ C*'.

The Kuranishi space T of Hilb" is thus 21-dimensional, and the subspace
Ty which preserves the fibre space structure is of dimension 20. That is
to say a general element ¢ € T is not represented as a Hilbert scheme
of a K3 surface any more.

Remark 7.11. Let 7 : Y — X be a fibre space structure of a
projective primitive complex symplectic manifold Y over a normal pro-
jective variety X. Assume that every scheme theoretic fibre of m has
a reduced irreducible component or, equivalently, that m admits ana-
lytic local sections at every point x € X. The dual abelian fibration
71 : Pic®(Y/X) — X is naturally a (non-proper) group scheme over X,
and so is the double dual 7t : Pic® (PicO(Y/X)/X) — X. By choosing a
local analytic section oy : U — Y|y defined on a small Stein open subset
U C X, we have a natural identification Pic® (Pic0 Y/X)/X)|lv ~Y°|u,
where Y° C Y is the open subset consisting of the non-critical points
of w. This isomorphism provides Y° with a Pic’ (PicO(Y/ X)/X)-torsor
structure over X, or a natural action of Pic” (PicO(Y/X )/X) on Y°.
The global structure of Y° is recovered from Pic’(Pic’(Y/X)/X) and
the patching data n € H. (X, Pic’(Pic®(Y/X)/X)).

Suppose that this Pic? (PicO(Y/ X)/X)-action on Y*° extends to an
action on the compactification Y. (This is indeed the case when the
degenerations are semistable.) Under this additional assumption, we
can naturally construct a smooth compactification 7 : Y+ — X of
the group scheme Pic® (PicO(Y/X )/X) by identifying Y|y with Y|y
and patching these together via the given data n. On a smooth fibre,
the patchig is defined by a suitable translation, which does not affect
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the relative cotangent sheaf Q%, /X Therefore we have a canonical iso-

morphism £, Ix = wiQ%,i /x> implying that Y* is again a primitive
complex symplectic manifold. Applying Theorem 7.2 to Y instead of
Y, we conclude that the base variety X is P™. In this sense, Theorem 7.2

states something stronger than it sounds.

Theorem 7.2 and Remark 7.11 in mind, we ask the following ques-
tions:

Problem 7.12. (1) Is it possible to completely classify symplectic
n-dimensional complex torus fibrations free from multiple fibres over P™7

(2) Is there a fibration 7 : Y — X from a primitive compact sym-
plectic manifold onto a normal variety which is not P™? (If there is any,
its projection 7 will have non-semistable, perhaps multiple, fibres.)

Most primitive symplectic manifolds known so far carry non-trivial
fibrations if we suitably deform its complex structure, although we have
no idea if that is always the case. For instance, if there is a symplectic
manifold with h™! = 1, it does not allow any non-trivial fibration.

Problem 7.13. (1) Let Y be a compact primitive complex
symplectic manifold with dimH'(Y,Q}) > 2 (or, equivalently,
dim H?(Y,C) > 4). By suitably deforming the complex structure, we
can assume that the Picard number is exactly h''!. Assume that there
is a divisor D with D?™ = 0. Then, is it possible to find D such that the
linear system |D| defines a non-trivial fibration of Y'?

(2) Since the holonomy group of a primitive symplectic manifold Y
is the full symplectic group Sp(2n), it follows that H(Y,0%) is C or
0 according to the parity of p < 2n. However, the higher cohomology
HY(Y, Q%) could be highly non-trivial. Are there a priori dimension esti-
mates (from above and/or from below) for the Betti numbers of primitive
symplectic manifolds?

8. Symplectic resolutions of an isolated singularity

Let Z be s normal variety of even dimension 2n with a single isolated
singularity, and 7 : Z — Z a symplectic resolution. Namely, 7 is a
projective bimeromorphic morphism from a complex manifold Z, which
carries an everywhere non-degenerate closed holomorphic 2-form 7. Let
E = |J E; denote the exceptional locus of 7, each E; being an irreducible
component of FE.

Recall that a pure dimensional closed subvariety W C Z is called
Lagrangian if dim W = n and n|w is identically zero.

Example 8.1. Let Z = Spec Sym©Ox be the (total space of the)
cotangent bundle ©% of a smooth projective variety X, pry : Z — X
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the standard projection, and Ox C Z the zero-section. O is naturally
isomorphic to pry © x ®pry 0%, so that it carries a standard symplectic
form 7 defined by

n((abﬁl), (Oéz,ﬁz)) = (a1]B2) — (a2|f1),

where a; € O©x, §; € ©%, and (-|) stands for the canonical pairing
between the duals.3!

The normal bundle of 0x ~ X is of course isomorphic to ©%. By
Hartshorne-Mori, it is negative if and only if X is P". In this case,
thanks to a theorem of Grauert [Gra], we can contract Ox to a point o
to get a symplectic resolution 7: Z — Z.

The symplectic resolution 7 : Z — Z described in Example 8.1
is said to be standard. The following fact (the existence of “standard
flops”) is an important feature of standard symplectic resolutions.

Lemma 8.2. Let X C Z be a Lagrangian submanifold isomorphic
to P" in a complex symplectic manifold. Then a small analytic neigh-
bourhood of X in Z is isomorphic to a standard symplectic resolution
described in Example 8.1 of an isolated singularity. If n > 2 (i.e., if
dim Z > 4), let p : Z = Blx(Z) — Z denote the blowing-up along X.
Then the ezceptional divisor X = Ex C Z is a P" '-bundle over X
and admits another P*~_fibration over X' ~ P", and accordingly Z has
another blowing-down p' : Z — Z' onto a new symplectic manifold.3?
Given p € X, the closed subset p’ (,u_l(p)) is a hyperplane in X'.

Proof. Because of the symplectic paring 7, we easily deduce that
the normal bundle Ny /z is naturally isomorphic to the negative vector
bundle ©%. Then we have

H'(X,Sym” )*{/Z):Hl(X,@Z@Sym’" ;‘(/Z):O, r >0,

and a theorem of Grauert [Gra, Sect. 4, Satz 7] applies to prove that Z
is locally biholomorphic to the standard resolution around X.

3'While ©% = Spec SymO©x is a symplectic manifold, its projectiviza-
tion W = P(©x) = Proj SymOx is a complex contact manifold, an odd-
dimensional analogue of a symplectic manifold (see [Bea2]). Namely there
is a subbundle F C ©Ow of corank one together with a non-degenerate skew
symmetric pairing F X F — Ow /F ~ Ow(1), where Ow (1) stands for the
tautological line bundle on the projective bundle.

32The birational map Z --+ Z’ is a typical flop. We refer the reader to
[KM] for flips and flops.
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The blown up variety Z is Proj € % and the exceptional divisor is
given by Proj @(I;(”/I;?“Ll) = Proj @ Sym™Ox. We have a standard
Euler exact sequence

0—-0—01)%*" - ex -0,

which means that the exceptional divisor X = Ex is a hypersurface
in P* x X ~ P™ x P” of bidegree (1,1). We can easily check that the
first projection X — P" gives another P"~!-fibre space structure, each
fibre F of which satisfying O(X)|p =~ Op(—1). Therefore (Z, X) can
be blown down to (Z', X'), a pair of smooth varieties. The symplectic
form 7 can be viewed as a non-degenerate form on Z’\ X’. Recalling
that the codimension of X’ C Z’ is two or more, the form 7 naturally
extends to a non-degenerate holomorphic 2-form on Z’. Thus we get the
assertion. Q.E.D.

The main result of this section is the following

Theorem 8.3. Let Z be a normal projective variety of dimension
2n with a single isolated singularity. Assume that there exists a sym-
plectic resolution  : Z — Z; in other words, T is a birational morphism
from the smooth, projective, complex symplectic variety Z onto Z. Then:

(1) The exceptional locus E C Z of m is a union of Lagrangian
submanifolds isomorphic to P™.

(2) When n = 1, the exceptional locus E is a tree of smooth Pl’s
with configuration of one of the ADE-singularities.

(3) If n > 2, then E consists of a single smooth P* and w: Z — Z
is analytically-locally a standard resolution.

For the proof, we need several easy results.

Lemma 8.4. Fvery component E; of the exceptional locus is unir-
uled. Furthermore Rim,0Oz =0, i > 0.

Proof. The first statement is a special case of Theorem 1 of [Ka].
(Essentially the adjunction plus Miyaoka-Mori criterion for uniruledness
[MiMo].) In order to show the second statement, notice that A™n defines
a nowhere vanishing 2n-form, so that the dualizing sheaf wyz is isomor-
phic to Oz. Then the Grauert-Riemenschneider vanishing [GraR] yields
Rim, O ~ Rimyw =0, i > 0. Q.E.D.

Corollary 8.5. Let F; be a non-singular model of E;, an irre-
ducible component of the exceptional locus E. Then the pullback of a
holomorphic 2-form n on Z to E; is identically zero. In particular, E; is
isotropic with respect to the symplectic form n, and hence dim E; < n.
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Proof. Take an embedded resolution y: Z — Z of E C Z. Thus
the inverse image E C Z of E C Z is a divisor of simple normal cross-
ings. Let D C FE be an arbitrary irreducible component. In order
to prove the assertion, it suffices to show that the natural restriction
map H°(Z, QZZ) — H°(D,0%) identically vanishes. By Hodge theory,
this map is the complex conjugate of the restriction map HQ(Z ,05) —
H?(D,Op). Take an effective, sufficiently ample divisor H on Z such
that H* (2, (Rj(Tl’,u,)*Oz)(I:I)) = 0 for ¢ > 0,7 > 0. Thus, by Leray

spectral sequence,
H*(Z,0;(p*n*H)) =~ H*(Z,R*(rp) .05 (H)).

By construction, ,LL*TF*IA{ is trivial on D. In the meantime, since
Rim,0; = 0 and Z is non-singular, we have R7(mp).O = 0, j > 0.
Looking at the commutative diagram

H%(Z,0) —  H*D,0)

0 =H2%(Z,0(p*n*H)) —— H2(D,O(p*n*H))
we conclude that the restriction map in question is zero. Q.E.D.

Lemma 8.6. Letp; € E; be a point not contained in J;_; E; and
take a rational curve C; C E; C Z such that C; passes through p;. Let
g; : P! — E; be a standard morphism obtained by normalizing C;. Then
we have:

dimg, Hom (P!, E;) > 2n + 1.

Furthermore, given any rational curve C C E = |J E;, there is some
component Eg D C such that dimg Hom(P!, Ey) > 2n + 1, where g :
P! — Ey C Z is induced by the normalization of C.

Proof. Since 7(g;(P!)) = m(g(P')) = o0 and Z is Kabhler, every
deformation of g; or g in Hom(P!, Z) maps P! to E. Hence
dim(,,) Hom(P*, E;) =dim(,,; Hom(P', F) =dim(,,; Hom(P', Z) > 2n+1,
dimyg HOIIl(]Pl, E) =dim, Hom(]P’l, Z)y>2n+1
by Definition 6.5. On the other hand, we have a set theoretical equality
Hom(P!, F) = | JHom(P!, E;). Q.E.D.

If C; C E; is chosen to have minimum degree among the ratio-
nal curves passing through p;, then, locally around [g;], the scheme
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Hom(P!, E;) is identical with |JHom(P!, E;) and has dimension <
2dim F+1 < 2n+1 by Corollaries 8.5 and 2.5. If C' is a rational curve of
minimum degree in F, then dim Hom(P, E) = dim(g Hom(P!, Ey) <
2n + 1 for some Fy O C.

Comparing these with Lemma 8.6 and Theorem 0.1, we have proved
the following

Corollary 8.7. E; C Z 1is Lagrangian, i.e., dim F; = n. Its nor-
malization E; is isomorphic to a finite quotient of P* and there is at
least one component, say Ey, such that Eq is P™.

When n = 1, the symplectic manifold Z is a K3 surface (it cannot be
an abelian surface because of the existence of the exceptional divisor E)
and F is an effective divisor with negative definite intersection matrix.
Each E; is (—2)-curve, while R'w,@5 = 0. Hence the singularity of Z is
a rational double point and FE is a chain of P!’s of which the dual graph
is one of the Dynkin diagrams of type ADE. Thus, in order to complete
the proof of Theorem 8.3, we may assume that n is at least two.

For a while, we fix an irreducible component £y whose normalization
E, is isomorphic to P".

Lemma 8.8. Let f: C — Eg ~P" be a morphism from a smooth
complete (not necessarily rational) curve. Assume that the normaliza-
tion morphism vg : Eg — Eg C Z is unramified. Then there is a natural
ezxact sequence

0 — f*Opn — f*UiO7 — f*Qpn — 0.

If f is non-constant, then we have H°(C, f*150z) = H*(C, f*Opn). If,
in addition, H'(C, f*Opn) = 0, then Hom(C, Z) is smooth at [vof] and
is locally (in Zariski topology) identified with Hom(C, Ej).

Proof. Trivial. Q.E.D.

Letv: E= [] E; — E = | E; be the normalization morphism, with
v; . E; — FE; being the normalization of each irreducible component.

Corollary 8.9. Assume that the normalization morphism
vo: Eqg =~ P™ — Ey is unramified. Then the singular locus Sing(FEy) of
Ey and the intersection Eo N (E \ Ep) are both zero-dimensional.

Proof.  Consider an irreducible curve Coon Eg CE , with the nor-
malization Cy. Let C;, C FE; be the normalization of a one-dimensional
irreducible component?? of v, *(Cp), @ = 1,...,m(i). Because of the

330f course v; '(Cp) could contain extra zero-dimensional components.
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unramifiedness condition, we see that Cy sits in the singular locus of E
if and only if [[; , Cia is not isomorphic to Cp.

Take an arbitrary irreducible component C’ of the fibre product of
the C;, over Cy. Let C be the Galois closure of the finite covering C' —
Co and let fia . C — C;o denote the canonical projection. In short, we
take a Galois cover C — C, which gives a commutative diagram

é T Cia

fia

L

Cjp — Co

J

for any quadruple (4,7;a,3). Since C is Galois over Cp with Galois
group I', we can write Cy = C/T, Cjo = C~'/I’z~a, where I';,,, C I' is a
subgroup.

We consider the modulo p reductions of Z, Cy, C etc., where p is a
sufficiently large prime number. Let ® : C — C be the geometric Frobe-
nius and put fin = f;a®. Since O, is ample, H(C, fOQGEO) vanishes
provided the prime number p is sufficiently large. Thus Lemma 8.8 ap-
plies to show that Hom(C, Z) is locally irreducible at v; f;o = v; f;3, and
locally identified with the germ (Hom(C, Eo), [v0foa]). The morphism
f = Vifia : C — Z does not depend on the choice of the indices (i, @)
corresponding to f;o. This shows that Hom(P!, E;), which is a subset
of Hom(P!, Z), is identical with Hom(P!, E; o) at [fia] for i # 0, where
Fi,o C E; is the inverse image of E; N Fy.

Recall that E; is a finite quotient P"/G;, G; C Aut(P"). If the
characteristic p is sufficiently large (for example p > |G;|,|T'|), we can
construct a finite cover C* — C ~ C*/G., G, C G;, which completes
the commutative diagram

c* — CXEIP" — P

l |

(Namely, C* is an irreducible component of the normalization of
C xg, P", and G; C G C Aut(C x5, P?) is the stabilizer of C*.) Then
we have a natural morphism Hom(C*,P")%: — Hom(C,E;). Noting
the ampleness of Opn, it turns out there are lot of G;-invariant (more
adequately, G;-equivariant) morphisms C* — P” or, equivalently, lot of



Characterizations of Projective n-space and Applications 65

deformation of f;, : C — E;, when p is sufficiently large. This con-
tradicts Hom(C, E;) = Hom(C, E; ), the existence of Cy,, fio, @ # 0
assumed. Thus any curve Cy C Fj is not contained in other components
E;, ie., EoN (E \ Ep) is zero-dimensional.

We check next that Fq has no self-intersection of positive dimension.
Since By ~ P* — Ej is unramified, an irreducible component Cy, of
Vo 1(CA'O) is an étale cover of Cy. We prove first that Cy, is isomorphic
to Cy. Assume that I' = Gal(C/Cy) # I'oe = Gal(C/Coq). Then we can
find 4 € I' \ I'pp. The automorphism ¥ of C lifts to an automorphism
v of C in a unique manner (recall that C — C was Frobenius). Thus
foay # foa, while g foo ¥ = 1 fo,o by construction. This implies that a
unique morphism f = g fo, € Hom(C, Z) corresponds to two different
morphisms € Hom(P!, Ey), contradicting the local birational isomor-
phism Hom(C, Z) ~ Hom(C, Ey) between smooth schemes. Hence each
Coe is isomorphic to Cy.

Finally, if there were two components Cpq, Cog, then the same ar-
gument shows that f = v fo, = Vo fop would correspond to two different
element of Hom(C, Ey), another contradiction.

Summing up things together, we conclude that the inverse image of
é’o C FE in the normalization ]_[Ez is a single curve C’m birational to
Cy in Ey, plus (possibly) zero-dimensional components. This shows the
assertion. Q.E.D.

Lemma 8.10. Let the notation be as above. Assume that the nor-
malization map v; : E; — E; is unramified whenever E; is isomorphic
to P*. Then every E; is smooth and isomorphic to P". Two compo-
nents F;, F; meet each other transversally at finitely many points and
the associated dual graph3* is a tree.

Proof. First we prove that F; ~ P for each i.

The index set I of the irreducible components E; is a disjoint sum
It UI~, where E; ~ P" if and only if i € I*. It suffices to derive
a contradiction from the hypothesis I~ # 0. Put E* = J,.;+ Ei,
E~ = Uie;- Ei. Lemma 89 asserts that BT N E~ is a finite set.
Assume that a rational curve C C E~ has the minimum degree among
all the rational curves in E~. Let f : P! — E~ C E C Z be the
morphism obtained by the normalization of C. Since C' is not contained
in Et, we have a local (set theoretical) i dentity around [f]:

Hom(P!, Z) = Hom(P!, E~) = Hom(P', E;,) for some iq € I".

34The vertices are the irreducible components E; and two vertices E; and
E; are joined by #(E; N E;) edges.
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Thus the deformations of f give an unsplitting, doubly dominant family
of rational curves on E;,, so that E;, ~ P, contradicting the definition
of I=. Thus every E; is isomorphic to P" and hence Sing(E) is zero-
dimensional by virtue of Corollary 8.9.

Next we show the second assertion. Let Jg C Oz be the defining
ideal of F and t a large integer. The natural short exact sequence

induces the cohomology exact sequence
HY(Z,0/3%) — H(E,Op) — H*(Z,3p/3%).

Since (2 ,0) is a rational singularity, the image the first term
H'(Z,0z/3%) in H'(E, Og) vanishes for sufficiently large t. The sheaf
JE/J% is a successive extension of the 7% /35 s =1,...,¢t — 1, which
are identical with the Sym®©p~ outside finitely many points. Because
of the well known vanishing of H?(P™, Sym®*©p= ), ¢ > 0, the third term
H?(Z,3/3%) also vanishes.3* Thus the middle term H'(E, OF) is zero.

On the other hand, the normalization v : [[E; — E, E; ~ P"
induces the exact sequence

OHOEﬁ@Vi*OEi—)SHO,
7

where S is a skyscraper sheaf supported by the finitely many singu-
lar points of E. The equality H'(E,Og) = 0 holds if and only if
@H’(E;,05,)/H°(E,0p) ~ CN~! — S is a surjection, where N is
the number of the irreducible components. Now it is an easy exercise to
check that this condition is satisfied only if each component F; is smooth,

meeting other components transversally, and the associated dual graph
is a tree. Q.E.D.

Lemma 8.11. Assume thatn > 2 and that v: E = [[E; — E is
unramified whenever E; ~P". Then E is a single P".

Proof. Since Z is normal, the exceptional locus E is connected
by Zariski’s main theorem. Therefore, if E is reducible, then there
exist irreducible components E; and FEs which mutually meet at an
isolated point p. Consider the blowing-up x4 : Z — Z along E;,. By
Lemma 8.2, we can blow down Z in another direction to get a new sym-
plectic manifold Z’. The strict transform pgl  (F2) C Z contains a

35N.B.: We cannot conclude the vanishing of H'(Z, 3g/3%) because of
the difference between J%/ JEH and Sym®©p~ in dimension zero.
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divisor p L . (F2) N~ t(E1). Then the blowing-down ' : Z — 7' keeps
the p=1(p) ~ P*~! untouched, so that the strict transform E} C Z’ of
E; C Z is a blown up P™, a smooth variety not isomorphic to P™ (note
that n > 1) nor to a finite quotient of P". The naturally induced bira-
tional map Z’ --+ Z is well defined as a set theoretic map, and indeed
a morphism by the normality of Z. Then we can apply Corollary 8.7
to Z’ to infer that E5; ~ E} must be P" or a finite quotient of P", a
contradiction. Q.E.D.

The proof of Theorem 8.3 is now reduced to the following assertion:

Theorem 8.12. The normalization map v : P* — X s unram-
ified; in other words, the generically injective map v : P* — Z is an
IMmersion.

The proof of this theorem is given in Section 10 below.

Remark 8.13. It would be natural to ask if Theorem 8.3 can be
localized. Most steps of our proof in fact apply also to local situations
(germs of isolated singularities, say). The compactness of the symplectic
manifold Z enters simply to ensure that dim[s; Hom(P!, Z) > 2n+1 for
every non-constant morphism f : P! — Z.

Let (Z,E) — (Z,0) be a projective symplectic resolution of the
germ of an isolated singularity of dimension 2n. The condition of trivial
canonical bundle guarantees that dim(s Hom(P', Z) > 2n for arbitrary
non-constant f, from which we deduce:

a) The exceptional locus F has pure dimension n and each com-
ponent of it is rationally connected;
b) F is Lagrangian in Z.
These property strongly suggest that the normalization of F is a disjoint
union of finite quotients of projective space P™ or of (possibly singular)
hyperquadrics (see Remark 5.3).

9. Symplectic resolution of non-isolated singularities

Let Z be a compact, Kéhler, complex symplectic manifold with
symplectic form n and let 7 : Z — Z be a projective bimeromorphic
morphism onto a normal, Kahler complex space Z. Let Ey C Z be an
irreducible component of the exceptional locus E and By its image in Z.

Let us fix the notation as follows:

q : a general point € By.

X : the general fibre (7|g,) "1 (q).

p : a general point on X (and hence general in Ey).

a:=dim X.

b := dim Bo.
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In the notation above, we prove:

Theorem 9.1. We have b = 2n — 2a. An open dense subset U of
the smooth locus of By carries a natural symplectic structure induced by
n. A general fibre X of the fibration Eq — By is a union of copies of
smooth P*. Ifa = 1, X is a tree of smooth P! ’s with configuration of
type ADE. If a > 2, then X ~ P?, so that Ey|ly is an étale P*-bundle
over U.

Roughly speaking, the exceptional set of a projective bimeromor-
phic morphism from a complex symplectic manifold is essentially a con-
traction of projective space and the symplectic structure of the source
manifold is inherited by the resulting singular loci.3®

Most part of the proof of Theorem 9.1 is exactly the same as that
of Theorem 8.3 with some flavour of Section 7, and so the proof of the
subsequent lemmas will be a little sketchy.

Lemma 9.2. The exceptional set Ey is uniruled. Rim, Oz =0 for
i > 0 and the 2-form n is identically zero as a 2-form on X C Ey. (More
precisely, the pullback of n to a non-singular model of X identically
vanishes.)

The proof is exactly the same as in Lemma 8.4 and Corollary 8.5,
and left to the reader.

Let C C X be a rational curve passing through a general smooth
point p € X, and assume that the degree of C attains minimum among
such rational curves. Let f : P! — X C Ey C Z be the morphism
induced by the normalization of C.

Lemma 9.3. Let Eq be the normalization of the irreducible variety
Ey and f : P! — Ey the map which f : P' — Ey naturally induces (recall
that C, which contains p, does not lie in the singular locus of Fy). If C
or, equivalently, f : P! — Eq is generally chosen, then

TOL ~0(-2) 9 O(-1)%"1 g 0°¢,
—f*QlEO ~ O(—2) ® O(_l)@e—l D Oa+b_e,

where 1 <e < a.

36 (After a comment of D. Barlet) The compact variety By is a symplectic
variety in the following sense: (a) 1 can be viewed as a (meromorphic) d-
closed 2-form on By; (b) If m: Eg — By is flat over V' C (Bg)smooth, then n|v
is a holomorphic symplectic form; and (¢) n is holomorphic on By, i.e., for
any compact 2-chain v C By, we have | f,y n| < +00. These properties can be

easily verified from the subsequent proof of Theorem 9.1.
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Proof. Any small deformation f; of the morphism f : P! — Z has
image inside Ey. In fact, 7f(P!) is a single point, and so is mf;(P!)
thanks to the Kahler condition on Z, meaning that a curve fi(P!) C Z
must stay in Fy (actually in some closed fibre over a point € By).

If we impose the condition that f;(IP!) contains p € X, then f;(P!)
necessarily sits in X. Since f is general, its image f(IP!) does not meet
the singular locus of Ey. Hence Theorem 2.8 applies to get the direct sum
decomposition of T* QlEO as above. In particular, the deformation of f

with base condition co + p is unobstructed, and HO(]P’l,?*QEO (—(0)))
generates a subspace of f*E-) x, meaning that e < a. Q.E.D.

Lemma 9.4. The integer e being as in Lemma 9.3, we have the
equality e = 2n—a—>b or, equivalently, dim Eg = 2n—e. The kernel K of
the natural homomorphism f*QL — T*Q}EO is ample ~ O(2)@O(1)®e~1.
We have an isomorphism

f*Q, ~0(2) @ 01)% ! @ 092n~2¢ ¢ O(~1)%"1 3 O(-2).
Proof. Since a small deformation of C stays in Ey, we have
a+b+e+ 1= dimgp Hom(P', Eo) = dimjs Hom(P', Z) > 2n + 1,
so that
rank K =2n—a—-b<e.

Then the existence of the symplectic form, or the self-duality of f*Q%,
implies the assertion. Q.E.D.

Corollary 9.5. f*n, viewed as a bilinear form on ?*@EO, s a
degenerate form of rank 2n—e, and determines a non-degenerate bilinear
form on T*GE/'P, where P ~ O(2) ® O(1)®¢~! is the mazimal ample
subbundle.

Proof. An easy exercise. Q.E.D.

Since 19 = 77|9§ xOp IS a well-defined skew-symmetric bilinear
0 0
form, this means

Corollary 9.6. no is a degenerate skew-symmetric bilinear form
of rank 2n — 2e on an open subset U O f(P!) of Ey, and the subsheaf

P ={veOg,;nvx*) = 0} C Oz,

is locally free of rank e on U.

Corollary 9.7. Let S(p) C Chow(Ey) be the closed subset param-
eterizing the rational curves of minimum degree through a general point
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p € Ey, and F(p) — S(p) the associated family. (For simplicity we
assume S(p) is irreducible.) Let U C F(p) denote a small open neigh-
bourhood of {[C]} x C. Then the natural image X, of U on X is smooth
at p as well as at a general point p' € X, with tangent spaces exactly
P ® C(p) and P ® C(p’), respectively.

The dimension of Yp is clearly e and it is doubly covered by rational
curves of minimum degree. Hence by Theorem 0.2, the normalization of

Xp is a finite quotient of IP€.

Lemma 9.8. e = a, so that the Zariski closure of Yp is X and
pr,(F) = Ejy.

Proof. As before, we denote the normalization by putting overlines.
Recall that n induces a non-degenerate pairing on Oz, /P, asheaf of rank
2n — 2e. By Lemma 8.2 above, 7 identically vanishes on ©+ x O. If
P is strictly smaller than ©+, then 7 induces a non-zero pairing

Ox x (05,/%/9%) — Ox.
Our fibre space structure Ey — By gives an isomorphism
Q = @EO |Y/®Y ~ O®b

in an obvious manner. Then there exists a global section # of Q such that
n(-,8), viewed as a linear form on © 3, is not identically zero; in other
words, (-, ) is a global d-closed 1-form on X or, more precisely, on a
smooth model X of X. This is ruled out by the property R!7, Oz = 0in
view of Lemma 9.9 below. This contradiction comes from the hypothesis

P+ O%. QED.

Lemma 9.9. Letw: W — W be a bimeromorphic projective mor-
phism from a manifold W to a normal complex space. Let T C W be
the inverse image of a point 0 € W (we equip T with reduced structure).

If R'm,Ow = 0, then there is no non-zero d-closed holomorphic 1-form
on T.37

Proof. Let U C W be a sufficiently small open neighbourhood of
T. Consider the truncated De Rham exact sequence

0 -C—-0—-dO0 -0

3"More precisely, if {Us} is a collection of open subsets of W which covers
T and ¢; is a d-closed holomorphic 1-form on U; such that {; = ¢; on TNU;NU;,
then the pullback of {; to a resolution T" of any component of T is identically
ZE€ro.
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and the associated commutative diagram of cohomology groups

H°(Cy) — H°(Oy) — H°(dOy) —— H'(Cy) —— HY(Op)

~ l ! | |

H’(C;) — H°(0O7) — H°(dOr) —— HY(C;) —— HY(O7)

of which the rows are exact. By our hypothesis, H (U, Oy) = 0, so that
the edge homomorphism H°(T,dOr) — HY(T,Cr) is surjective. It is
injective as well because of the isomorphisms H°(Cr) ~ H°(Or) ~ C.
Thus we have H*(dOr) ~ H'(Cy).

Suppose that there is a non-zero element ¢ € H°(T,dOr). Then
its complex conjugate ¢ is of course d-closed, defining a cohomology
class € HY(T,Cy). If H(T,dOr) # 0, then there is a resolution V
of some component of T such that the pullbacks of H*(T,dO7) and
H%(T,dO7) are non-zero. Since V is projective, these two spaces are
independent in H'(V,C), and so are in H' (T, C), contracting H'(Cr) ~
H°(dO7). Q.E.D.

Now we are in the position to photocopy the arguments in the pre-
vious section to get the following:

Lemma 9.10. Ifa =1, X is a tree of P'’s with configuration of
ADEFE singularities. If a > 2, then X is a single P?.

Proof. Let us check what kind of results were used in the proof of
similar statements in the previous section. They were:

(1) The vanishing of R'm,Oz, the counterpart of which was estab-
lished in Lemma 9.2;

(2) Deformation argument on rational curves, which perfectly works
also in this new context;

(3) The existence of a flop Lemma 8.2; and finally

(4) The unramifiedness of the normalization map X; ~ P% — X;.

The unramifiedness will be proved in the next section. The existence
of a flop is still valid by the following lemma. Q.E.D.

Lemma 9.11. Let (Z,n) be a complex symplectic manifold of di-
mension 2n. Suppose that Z contains Ey = P* x A?"72% gs q closed
subset, A?™ 22 denoting a small polydisc of dimension 2n —2a, and that
Ope is exactly the null-space of (Og,|pe,n). Assume that a > 2 and let
p:Z — Z be the blow up along Ey. Then Z has a blow down in another
direction.

Analytically locally Z looks like a symplectic product W x A2n—22
around Ej, and the proof is completely parallel to Lemma, 8.2.
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Remark 9.12. The vanishing of R*m, Oy is a fairly restrictive con-
dition if combined with our result X = P%/G. For example, we can easily
show that if the normalization map v : X — X is unramified outside
finitely many points, then v is everywhere unramified.

Example 9.13. We take up once more Hilbert schemes of a K3
surface.

Let S be a K3 surface and consider the Hilbert scheme Z = Hilb" (.S)
parameterizing the closed subschemes with constant Hilbert polynomial
h(t) = r. An element of [z] € Hilb"(S) is a zero-dimensional scheme de-
fined by an ideal sheaf I, such that dimc(O/I,) = r. As was mentioned
in Example 7.10, Z is a complex symplectic manifold.

By forgetting the scheme structure of z and viewing it as an effective
0-cycle of degree r, we get a natural morphism 7, : Z — Z = Sym"(S) ~
Chowg(.9),

Let us study the structure of the birational morphism 7, for small
values of r.

Case r = 2. If a O-cycle p; + po is supported by two distinct points,
the corresponding scheme is uniquely defined by the ideal 9, 9M,,, so
that 7 is an isomorphism over Sym®S \ S.3% When p; = py = p, then
a closed subscheme of degree two supported by p is determined by an
ideal I such that M2 C I C M, and that dimg M, /I = 1. It follows

that 75 ' ([2p]) is naturally isomorphic to P(9,/9M2) ~ P*, and 7, has a
P!-bundle structure over the diagonal S C Sym?2S. Thus the exceptional
locus E of the birational contraction 75 is a smooth P!-bundle over S.

Suppose that S contains a (—2)-curve. Then we can contract this
curve to get a normal surface S’. The symmetric product Sym?*$’ is a
normal variety with a unique point ¢ (of course singular) such that the
projection Sym2S — SymZS’ has P? as a fibre over ¢q. Looking at the
construction closely, we find that the exceptional locus of the birational
contraction 7, : Hilb?(S) — Sym?®S$’ consists of two irreducible compo-
nents, one of which being a P!-bundle over S and the other being P2
over q. The two components meet each other along a smooth quadric in
P2,
Case r = 3. Let us look at the fibre of 73 over a cycle v = p; + ps + p3
on S.

If the three points are mutually distinct, then the fibre is a single
point corresponding the ideal I, = 9, M, M, .

38Here the image of the diagonal As C S x S in Sym?2S is identified with
S.
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When p = p; = ps # ps3, the fibre 771(7) is a scheme defined by
I9M,,, where M2 C I C M, and dim O/I = dim M, /I + 1 = 2. Hence
there is a one-to-one correspondence between 7~ !(y) and the set of one-
dimensional subspace in 9,/M2 ~ C?, which is nothing but P*.

In the most degenerate case p = p; = py = p3, the fibre Fy = 73 1(7)
consists of the ideals I such that 93 C I C M, and that dim9MN, /T =
2. Hence we have an injection from FEj into the Grassmann variety
Grass(90,/93,2). There is a naturally marked closed point [902] in E.
This point represents a (unique) closed subscheme of length three which
is supported by p but not locally complete intersection on S.

Assume that the ideal I is not contained in SJT?) or, equivalently, that
I/(IN9N2) # 0. By Nakayama’s lemma,

dimg (I + 9M2)/9M2) = dime M, /M2 = 2

would mean the absurd equality I = 90, and so I +9ﬁz27 / im?, must be one-
dimensional. Consequently (INM2)/M? is necessarily two-dimensional.
Let (z,y) be a local coordinate system. Let

w = az + by + q(z,y) € M,/M>

be an element of I/ Sﬁg such that

(1) a,b are constants € C and (a,b) # (0,0),
(2) q(z,y) is a homogeneous quadratic polynomial in (z,y).

Then this element w uniquely determines
I =0sw+M = (w,(bx — az)®),

where @,b are the complex conjugates of a,b. In fact, the three-
dimensional vector space I /Em;’; has basis (ax + by + q(z,y), (ax +
by)z, (ax+by)y). Given I, the choice of the linear part (a, b) is unique up
to non-zero factor. The choice of the quadratic part ¢(z, y) involves, how-
ever, indeterminacy. Indeed, we can change it by adding a quadric of the
form (ax+by)(tz+uy), where ¢, u are arbitrary constants. Thus we have
a natural projection (Ep \ [MZ2]) — P', [I] — (ax + by) € P(I,/M2)*,
of which the fibre is isomorphic to the one-dimensional vector space
M2/ ((azx + by)IM, + M3) ~ C. The closed subset Ey C Hilb3(S) is
therefore a compactification of a C-bundle over P! by the single point
[012], implying that Eo ~ P2,

In order to have a global picture of the exceptional locus of 73, we
have to check what happens to the point [I,9,,] (M2 G I, & M) when
p3 tends to p.
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As a reference point € 73 (3p) C Hilb?(S), we take the ideal I gen-
erated by (z,y?) (i.e., a=1,b= g(z,y) = 0), which is a local complete
intersection. Hence its universal infinitesimal deformation3%is given by
Hom(I/I%,0/I) ~ C8. Recalling the construction of the universal de-
formation, we have the following explicit description of the family of
ideals I; parameterized by six parameters t1,...,1s:

I = (z + t1y® + tay + ta, y° + tay® + tsy + te).

The condition that the scheme is supported by one or two points is thus
described by the vanishing of the discriminant t2t2 + 18t4tsts — 413 —
4t3tg — 2Tt2 of the second cubic polynomial in y, thereby defining an
locally irreducible hypersurface on the parameter space C°.
The above observations show that
(1) the exceptional locus of the projection w3 : Hilb*(S) — S(3)
consists of a single irreducible component E; that
(2) E is stratified into the disjoint sum of a P!-bundle over the
symplectic 4-fold S \ S (the bigger diagonal in S (3)) and a
P2_bundle over S (the smaller diagonal); and that

(3) the P* bundle structure of the exceptional locus E is not globally
defined.

10. Unramifiedness of the normalization map

In this section, we give the deferred proof of the unramifiedness of
the normalization map attached to the exceptional locus of a symplectic
resolution.

Let 7 Z — Z be a projective symplectic resolution of a projective
normal variety of dimension 2n, and let £ C Z be the exceptional locus
with image B in Z. Take a general point b € B. Then X = 7~ 1(b) is a
union of a-dimensional Lagrangian subvarieties X; in a 2a-dimensional
symplectic submanifold C Z. Their normalizations X; are isomorphic
to finite quotients of P% and there is at least one component, say X,
such that Xy ~ P¢. If X; is not P, then X; necessarily meets another
component X; along a positive dimensional subset.

In the above notation, we show the following

Theorem 10.1. The normalization map
v:Xo—XoCX=n1'b)CZ

is unramified if b € B is general and if Xo ~ P*.

3By Theorem 1.6, Hilb"(X) is smooth at [y] provided the finite scheme
v is locally complete intersection.
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When X has only isolated singularities, this theorem is easy to prove:

Lemma 10.2. If X has only isolated singularities, then X is a
union of smooth P%.

Proof. Note that X; ~ P® because the intersection X; N X, is a
finite set for all j # 1.

Consider the short exact sequence 0 — Jx — Oz — Ox — 0 and
the associated long exact sequence

0 =R'7,0, - H(X,0x) — R*m, 5.

Outside the finitely many singular points, all the components X; are
isomorphic to P* and mutually disjoint. Therefore

H?(X, 3% /35 ~ H2(P%, Sym'Opa)®* =0, i=1,2,...,

where s is the number of the irreducible components X;. In particular,
R2m,Jx/ 3’& vanishes for k very large, so that R?7,Jx = 0. This shows
that H'(X, Ox) = 0.

On the other hand, the normalization map gives the exact sequence

0— Ox — 1,(Opa)® — S — 0,

where S is a skyscraper sheaf. Taking cohomology, we have the exact
sequence

0— C*!' - HYX,S) - H'(X,0x) =0,

which shows that the length of S = 1,0+ /Ox is equal to s — 1, s being
the number of the irreducible components of X. Since X is connected,
this is possible only if each X; is smooth and any two components are
disjoint or meet transversally at a single point. Q.E.D.

The key to the argument above is the simple fact that Z has only
rational singularities. However, we are not sure if this rationality prop-
erty directly entails Theorem 10.1 when X has singularities of positive
dimension, and we indeed take a completely different approach in this
case. While the proof of Lemma 10.2 was done without detailed infor-
mation on the local structure of X, the core of our proof of Theorem 10.1
below is the local analysis of the singular locus of X. The results Theo-
rem 10.3 through Proposition 10.6 deal with local reductions of singular
Lagrangian subvarieties in general. With the aide of this reduction and
the spannedness result Lemma 10.7 — Corollary 10.9 for defining ideals of
exceptional loci, we show that the non-immersed points of vy : P* — Z
have so special properties described in Lemma 10.10 — Lemma 10.16 that
the existence of such points is eventually ruled out in Lemma 10.17.
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For simplicity of the notation, we assume that Z has a single isolated
singularity in what follows. In particular, X is a union of Lagrangian
subvarieties in Z. The general case is easily reduced to this special case.

In order to analyze the local property of X C Z along the singular
locus of X, we use the following local primitive decomposition theorem,
or the Lagrangian reduction theorem for Lagrangian subvarieties, which
asserts that a Lagrangian subvariety with smooth normalization is lo-
cally a Lagrangian product of a smooth submanifold and a singular
Lagrangian subvariety of maximal embedding dimension:

Theorem 10.3. Let (M,n) be a complex symplectic manifold of
dimension 2n and L a Lagrangian subvariety in M. Assume that the
normalization L of L is smooth. Let o € L be a singular point of L and
let e denote the embedding dimension of L at o. If we replace M by a
small neibourhood of o, then there exist a symplectic manifold (M',n’)
of dimension 2n’ = 2(e — n), a Lagrangian subvariety L' C M’, an e-
dimensional submanifold N D L of M and a projection 0 : N — M’
such that

(1) L' has embedding dimension 2n’ at o'; that
(2) o is a smooth fibration with fibres of dimension 2n — e; and that
(38) L=o"YL')CN.

Proof. Our proof is the induction on 2n —e. If 2n —e = 0, we
simply let M’ = M, L' = L.

Assume that e < 2n. Then we have a smooth hypersurface D C M
which contains L. The restriction of n to the tangent bundle ©p C
O |p is everywhere of rank 2n — 1 and the null space Null,, C ©p is
everywhere one-dimensional, giving rise to an integrable foliation and a
smooth fibration oy : D — M; with integral submanifolds of Null, as
fibres. Furthermore, the Lagrangian condition on L implies the inclusion
relation Null,|;, C ©f, and a fibre of o is either contained in L or away
from L. Hence L is the inverse image 0 ~!(L;) of L; = o(L) C M;. The
tangent space of M; is isomorphic to ©/Null,, on which n induces a
non-degenerate pairing 7;. It is easy to show that 7; is d-closed, so that
M; is a symplectic manifold with Lagrangian subvariety L; of embedding
dimension e — 1. L is locally a product of L; and C. Then the induction
hypothesis shows the assertions (1) through (3). Q.E.D.

Similarly we can prove the following

Lemma 10.4. Let (M,0) be a complex symplectic manifold of di-
mension 2n and L a Lagrangian subvariety whose normalization L is
smooth. Let (R,0) C L be a smooth subvariety of dimension r and as-
sume that v|g : R — M 1is an isomorphism. Take a general smooth
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complete intersection T C M of codimension r transversally inter-
secting v(R) at o. Then, analytically locally around o, there exists a
smooth fibration ¢r : TR — MT over a symplectic manifold of dimen-
sion 2n! = 2n — 2r such that

(1) L' = ¢r(LNTR) C M is a Lagrangian subvariety whose nor-
malization vt - T' = Lt is a morphism from a smooth manifold
and that

(2) L N Tg is locally isomorphic to LT and hence has embedding
dimension < 2n — 2r.

The proof is completely parallel to that of Theorem 10.3 and left to
the reader.

Corollary 10.5. In Lemma 10.4, let R be either an irreducible
component of the discriminant locus v; ' (Sing(L)) C L or an irreducible
component of the ramification locus

Ram(L)={p € L; vy : L — Z is not an immersion at p}

and o a general point of R. Then the resulting Lagrangian subvariety LT
has embedding dimension 2n'.

Proof. The normalization of L N Tr is a general complete inter-
section in L and hence smooth. The singular locus or branch locus of
L N Tg is the finite set R N Tg. If the embedding dimension e of the
reduction LT ~ L N Tg is less than 2n', apply Theorem 10.3 to L to
conclude that LT is locally a product C x (Lagrangian subvariety) and

hence the discriminant locus or the ramification locus of ff — LT cannot
be zero-dimensional. Q.E.D.

Proposition 10.6. In Lemma 10.4, assume that R C L is an ir-
reducible component either of the ramification locus Ram(L) or of the
discriminant locus v=(Sing(L)), and let o be a general point in it. Then
the resulting Lagrangian subvariety LT C M7 is isomorphic with the La-
grangian reduction L' C M' obtained in Theorem 10.3. If R and o are
an irreducible component of Ram(L) and a general point on it, the tan-
gent map dvy : ©7 — v}, O is the zero map at the inverse image of
the isolated branch points € L’.

Proof. L NTg is isomorphic to LT and its embedding dimension is
2nt. Since Tg is a smooth complete intersection defined by r equations
fi=-=f =0, we have Q} .7 = Opnr ® (2} /(df1,...,df:) so that
the embedding dimension of L is 2n + r = dim T < 2n. Hence L has
non-trivial Lagrangian reduction and LN Tg is (locally) a section of the
reduction, thus giving local isomorphisms L' ~ LN Tg ~ LT.
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Let R be a component of Ram(L). If dvy, does not vanish at o, we
can find a smooth curve I' C L’ 3 o such that v|r is an isomorphism
into M’. Then apply Lemma 10.4 to (M’,L’,T') and we conclude that
a general hypersurface of L’ has embedding dimension < dim M’ — 2
or, equivalently, that the embedding dimension of L’ is < dim M’ — 1, a
contradiction. Q.E.D.

Let us return to our original situation as in Theorem 10.1. Take an
irreducible component Xy C X such that Xy ~ P". Let I C O be the
maximal ideal defining the isolated singular point o € Z. Let [+1 be the
number of the irreducible components X; of X and let a = (ag,...,a;)
be an (I + 1)-tuple of positive integers. We write b > a or b >> a if
b; > a; or b; > a; for all i. For simplicity of the notation, we adopt
the convention s = (s,...,s) for a positive integer s. Let jg?) C Oz
denote the a-th symbolic power of the ideal Jx (see [Matm, p.56)); i.e.,
3% =, 3% and 3 = 3% 025, N O2.

Then we have the followmg easy

Lemma 10.7. Let U C Z be an affine (or Stein) neibourhood of
the singular point o and U C Z its inverse tmage. Then

(1) Given positive integers b > a, the Op-module IM*/M® and the
Oy -module 7 (9N /IMMP) are generated by global sections.

(2) Ifc>>b>> a, then 3¢ c mat ¢ 3@ c m*om c 3.

(3) There ezists a > 0 such that Ox -module JX)/ZT at+e0)) s gener-
ated by global sections, where eg = (1,0, ...,0).

Proof. (1) and (2) are trivial. The statement (3) easily derives
from the following three observations:

(1) 7*9M/7*9Me and its quotient 7N/ 3()?) are generated by global
sections;
(2) The Oz-module 7*Mt/ 3()?) has filtrations with associated graded
module @(r*MNTIE))/(r*MNIT+)), where b =1 < by <
- < b,, = b is an increasing sequence;
(3) Standard multiplications of the ring Oz induce a natural Ox-
homomorphism (3()3() / JSJ(Jre)) ® (3()?) / 3§(+e)) "(J+k) /T% gthte)
where 0 < e < 1.
The detail is left to the reader. Q.E.D.

Let vy : P* — Xy C X C Z be the normalization map of an
irreducible component Xg C X. From now on until Lemma 10.16,
we assume that vy is not an immersion so that the ramification locus
Ram(Xy) C P" is non-empty.
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Recall that v (J3(® /F(a+e0))/(torsion) is a subsheaf of Sym®Opn,
where a = ag, a = (agp,a1,...). Choose a general point p of an irre-
ducible component R of Ram(Xy) € P*. Let (Ip : Ty : --- : T},) be
homogeneous linear coordinates of P™ such that p =(1:0:---:0). The
linear functions t; = T;/Tp, ¢ = 1,...,n, define affine coordinates at p,
while ¢ is the constant function 1. The global vector fields on P™ are
generated by

t;2 if j#£0
LA L .
oT; —t(t1 2 5 T +tnm) if j =0.

This means that if a global vector field § on P" vanishes at p to the
second order, then 6 is locally contained in the line bundle £ generated
by the Euler vector field —6y9 = tla—‘?; + -+ tna—‘?— € (t1,...,tn)Opn.

Corollary 10.8. There exrists a = (a,ay,...) > 1 such that

12 (j(a /"(ahLeO )/(torsion) + (t1,...,tn)* 'L - Sym® 1 Opn
D (t1,...,tn)*Sym“Opn

locally around p.

Proof. The Opn-module v* (jg?) /3()?+e°)) /(torsion) C Sym“®©Op~ is
generated by global sections and, at general points, coincides with the to-
tal space Sym?©p~. It is well known that a global section £ of Sym®©pn
is a sum of the products of 6;;, which have zero of order < a at p modulo
L-Sym® ' Opn. Q.E.D.

Let R denote the ramification locus of vy : P* — Z and r its di-
mension. Choose a general point p of an r-dimensional component of
R. By Theorem 10.3 — Proposition 10.6, we find a small neighbourhood
N C Z of p and a Lagrangian reduction ¢ : (N, Xo,p) — (M, L,o0),
where L C M is a Lagrangian subvariety of dimension m = n — r with
a single isolated branch point o = ¢(p). (Here we write X, instead of
Xo NN by abuse of notation.)

Since X is locally a product, we have local decompositions

Opr = F @ ¢*O7,
Jxo/T%, = F ® " (3L/71),
where F is a subbundle of Op~ such that F|gr = Og. In particular, we

have a locally defined sujection ’J(a)/J ot _, g (J(La)/ff(LaH)). If we let
vr : L — L stand for the normalization, there is a natural inclusion

vi (3873 ) € (1, tar)Sym®OF
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and a local surjection epnIUO—I(W) — Of, where t,,...,t,_, are local

coordinates of L at ¢(p) and W C Z is a general smooth complete
intersection of codimension r. (In what follows, we write p instead of
¢(p) for simplicity of the notation.) The image of the Euler vector field
—0po in O is of the form

modulo (tl,...,tn_r)2®f, thus generating a line bundle L£; C
(tl, ce ,tn—r)@f-

Corollary 10.9. Let a be a large, sufficiently divisible integer.
Then, locally around p, the Op-module (t1,...,t,—,)*Sym®©Oz is gener-
ated by the submodule (t1,...,tn—r)* 1 Lp - Syma_l@f and the pullbacks
of local sections of the Op-module 3(5)/3(La+1).

Let 21,...,22(n—r) be local coordinates of M O L at p. There is an
integer d > 2 such that

(tla cee ,tn—r)d ) (Zla sy z2(n—r))of ¢ (th o )tn—r)d+1-

After performing a linear coordinate change of (z1,...,23(n—r)) if
necessary, we may assume that the equivalence classes Zzi,...,Zzs of
21,...,2s are linearly independent in (¢1,...,tn_r)%/(t1,. .. tn_y)4t! ~
n—r+d—1
(") and that z;4y =--- =%, _, =0.

Lemma 10.10. Let the notation be as above. Then:
(1) The congruence relation

n—r 8 2(n—r) 8
e -y d+1, *
;tzati =d ; Zjazj mod (t1,...,tn—r)* 5O

holds.
(2) The sheaf (t1,...,tn—r)*Sym*©Of, which is viewed as an Op-
module, is generated by

I3 4 (b, tae) L -Sym T O 4 (t1, - -y tnr) 2P Sym @O

(3) The C-vector space spanned by the homogeneous polynomials of
degree a inz1, . . ., Zs is identical with (t1,...,ta_r)%/(t1, ..., th_r)®@tL.

Proof. Noting that

Zs41 = = Z3(n—p) =0 mod (¢y,... )L
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we derive (1) from the Euler identity

0z
Z tzﬁ = dzj mod (tl, o ,tn—r)d+17
—~ Ot

and, in view of this, (2) readily follows from Corollary 10.9.
The identity (2) specifically implies that

azjal .. 8zjaa

ot;, ot

(*)

- (21, ey Zg(n_a))a + (tl, ce ,tn_r)ad+1.
g€eS,

The vector space ((tl, coustnor)/(t1,... ,tn_r)2) ® O1, naturally identi-
fied with the Lie algebra gl(n — r), canonically acts on the vector space

(tis- - taer)/(t1 -, taer)? =~ C(p) ® Qf,
and so does
Sym®gl(n —r) = ((t1,- .., tn—r)*/(t1, ... ,tn_r)aH) ® Sym*©f
on the vector space
(1o bnr) ¥/ (b1, - tney) T = C(p) @ Sym® Q1.

It is easy to check that (ti,...,tn_)%?/(t1,...,tn_r)?¢t! contains no
nontrivial subspace stable under this action. On the other hand, the
relation (*) is nothing but the stabiliy of the subspace (Z1, ..., Z2(n-r))%,
whence follows (3). Q.E.D.

Corollary 10.11. Let puy, : L — L and WAt M — M be the
blowups at p = (0,...,0) and vy (p). Then vy : L — M naturally lifts to
a morphism vy, : L — M. The exceptional divisor Ef, ~P"~""1 C L is
isomorphically mapped to a subvariety of Ep ~ P2(»=7)—1 M defined
by quadratic homogeneous polynomials.

Proof. By Lemma 10.10(3), we have
(Zl, cee Zg(n_r))aOZ = (tl, . ,tn_T)adOZ = O'E(—adEL),

so that (z1,...,22(n—r))0; = O;(—dEL), meaning that vy, lifts to 7
by the universal property of monoidal transformations.

We can view Z; as a homogeneous polynomial of degree d. Then
Lemma 10.10(3) means that the system of polynomials Zy, ..., Z3n—r),
as a free linear subsystem of |Opn-r—1(d)|, defines an embedding Fj, ~
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P11 < Epy ~ P2n=7)-1 1In particular, the defining ideal J;, of E,
in E)y is locally free and satisfies ﬁ(La) = :j—lz
Via the inclusion O C v;Oy =~ viQ}, and Lemma 10.10(3), we

have

a a 2(n-r)
0 Oz, O 0z 1
i, — = bi, o ti— )2
H * Ot H(Z > Ot sz)c( 8t~)yL M
a=1 Ja a=1 k=1 Jo J
= (t1,. .., tnr)® Vi = (21,. .., 25)v; 2, mod (ty,. .., th—y)% Tt

This means that a section of Jga) / ’JS—JaH) has image of the form
S pyargztdz’ in Sym®*QY, /(21 . . ., zg(n_,.))a“Sym“Q}VI, where I, J are
multi-indices with |I| = |J| = a. We note that, if the section does not
vanish at v (p), at least one of the holomorphic functions aj;(z) does
not vanish at (0,...,0). Indeed, a non-zero local section determines
a non-zero element of (t1,...,t,_,)*Sym®©z, which in turn defines a
non-zero linear transformation of

(21, SRR Z2(n—7‘))a + (t17 SR 7tn—r)ad+1/(tla o 7tn~7~)ad+1
= (t1, oy tnr)®/(t1, oy )T

Thus the sheaf 353“) /(z1, .-+, zn)TJ(La) is generated by homogeneous poly-
nomials precisely of degree 2a (degree a from the part (21, ..., z3(p—r))®
and degree a from Sym®Q},). Of course this sheaf is the a-th power
ﬁ(z of the ideal sheaf of E}, and Ey, is necessarily defined by quadratic
equations in Fjy. Q.E.D.

The embedding P*~"~! = E;, — Ejp = P?(»=")~1 ig a linear pro-
jection from the d-th Veronese embedding

P'n,——r—l AN P(d:f;:Il)—l

to a linear subsystem. Then a classical lemma of Terracini (see [Zak],
p.2) yields the following

Lemma 10.12. Assume thatn —r >3 ord > 3. Then zy, ...,
Za(n—r) are linearly independent in (ti,..., tnr)?/(t1, . st )@t

Proof. The embedding E; ~ P? 7! « P2(»=7)-1 j5 4 linear
projection of the d-th Veronese embedding. The Terracini lemma

states that the dimension of the secant variety SX of the subvariety
d4n—-r—1
Ep C P\ n-raa ) is given by the dimension of the linear span

d+n—r~1)

<TEL,:E)TEL,y> C P n-r-1
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d4n—r—1

of the embedded tangent spaces Tg, »,TE, .y C P( neln) of £, at
general points xz,y € Ep. In case d > 2, this shows that dimSX =
2(n — r) — 1 and we cannot isomorphically project Ej to P2(»—r=1)
meaning the linear independence of zi, ..., z3(n—r).

Suppose that d = 2 and that 21, ..., 25(,—, are linearly dependent.
Then we have an embedding P?»~"~1  P2»=7=1)  defining equations
of which are hyperquadrics by Corollary 10.11. It follows that E; =
P"~"=! is a complete intersection of quadrics. Indeed, the degree of
Ep is 27771 and there are at least n — r — 1 independent quadrics
that contains Fj. In view of the adunction formula, the subvariety
Pr—r—1 ¢ P2(n="=1) is a complete intersection of quadrics if and only if
n—r—1=1. Q.E.D.

Lemma 10.13. Ifn—r >2,d >3, thend=3,n—r = 2.

Proof. By construction, E; = P* ! ¢ P2(»~")-1 hag degree
d®~""! and is defined as an intersection of quadrics. Hence we have
a trivial inequality 2"~" > d®~"~!. If the equality holds, then d = 4,
n—r = 2 and P! C P3 would be a complete intersection of two quadrics,
which would be a curve of arithmetic genus one. Thus we have only two

possibilities: d =2 and d =3,n —r = 2. Q.E.D.
Lemma 10.14. The casen —r = 2,d = 3 does not occur.

Proof. Let (z,y) be a local coordinate system on L. Under the
assumption of the lemma, we can assume that z; = x3, 20 = 2%y, 23 =
ry?, 24 = y® modulo (x,y)*. Blow up L and M at p and v, (p). Then, by
taking a suitable holomorphic function v on L, we get a local coordinate
system (xz,u) on L such that z; = 23, 20 = #3u, 23 = z3u2 + 29, 25 =
z3u3 + 2*h, where g, h are holomorphic. Let us prove that z3 and z4 are
functions in (z®,u) and hence vy, : L — M cannot be bimeromorphic.

Recall that Ey, is defined by three quadrics and B(La) is generated by
elements congruent to the products of these quadrics modulo terms of
degree > 2a + 1. We have therefore relations of functions in (x,u):

(zizj —2zk21)* =0 mod (21,...,24)** ! fi+j=k+L

Assume that z3 or z; contains a term :1:3(m+1)+c, where m is a non-
negative integer and 0 < ¢ < 3. Let 3(m + 1) + ¢ be the mini-
mum of such exponents and assume that the minimum is attained by
a term in z3. Then (2123 — 23)® contains the non-zero z3%t™*<_term,
while the terms of degree > 2a + 1 terms do not. This means that
(2123 — 23)% + (terms of higher order) cannot vanish on L, contradicting

our assumption. In case z4 contains the term z3™1¢ and z3 does not,
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then look at a second equation (2224 —22)® + (terms of order 2a + 1) = 0
and we similarly get the absurd conclusion that z; is a function in

x3, u). Q.E.D.
( ? )
Lemma 10.15. Ifd=2, thenn—1r < 2.

Proof. Let N* be the conormal bundle of E;, =P ""! C Ep =
P2(n=r)—1 A quadric relation defines an injection

DLOEM(_Z) = OEL (_Zd) = OEL (_4) CN*

and hence an element of H®(N*(4)). The assumption that Ey = P*~"~!
is defined by quadratic equations in P2(®~7)—1 is rephrased as the global
generation of AN*(4), meaning that N*(4) is a direct sum of trivial

line bundles O and a nef big vector bundle P. By Serre duality,
H' (P!, P) ~ H'(P(P),O(1)) is the dual of

Hrank 'P+2(n—r)—3(P(zP), O(—(’I’L —r+ 1)1))
and vanishes by the Kawamata-Viehwg vanishing theorem. Conse-
quently we have H' (P71, A™*(4)) = 0.

In view of the standard dual Euler exact sequences

0— 7}, — 0(=2)%20") 0 0,

0—Qp, — O(-1)%""" -0 -0,
the conormal bundle N'* is explicitly described by the exact sequence
0 — N* — O(=2)%2n=1) _, 9(-1)®"~" - 0.
In view of the vanishing of H' (P*~"~1, A'*(4)), we infer that
2(n — r)dim H*(O(2)) — (n — ) dim H°(O(3)) = dim H* (AW *(4)).

On the other hand, dim H°(A*(4)) is nothing but the number of qua-
dratic equations of Er C Ejs, which was at least

length (t1,...,tn—r)OF/(LL + (t1, ..., tn—r)?OF) = (n —7)* — 1.
Hence
1
(n—r)z{(n—r—l-l)— 6(n—r+2)(n—r—|—1)—1} > 1,

yielding the inequality n —r < 2. Q.E.D.

Lemma 10.16. n—r =1.
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Proof. It suffices to exclude the case d = n—r = 2. In this case, we
may well assume that z; = 22,z = zy, 23 = y?, 24 = 0 modulo (z,y)3.
Let n;; be the dz; Adz;-coefficient of the symplectic form n on M. Then,
since L C M is Lagrangian,

0 =vin = (20%ms + 4oyms + 2y ne3)dz Ady  mod (z,9)>,

and hence |
M2 = M3 =123 =0 mod (21, 22, 23, 24),
meaning that 7 at (0,0, 0, 0) has the three-dimensional isotropic subspace

spanned by aizi’ ¢t = 1,2,3, thus contradicting the nondegeneracy of
7. Q.E.D.

Lemma 10.17. The case n —r = 1 is impossible.

Proof. In this case, J;, C Oy is an invertible sheaf with BS—Ja) =
J%. Thus it suffices to show that v}J; /37 # tOf, where ¢ is a local

parameter of the curve L. If d is the multiplicity of L at o, then there
exists an integer e > d such that z; = t¢, 2, = (unit)t®. The image of

£(9/8t) is
dzl 0 d252 0 le de
t t = -
it oz U dt 0z
= 112(0)(dz1d2z2 — ez2dz;) mod td“(’)fdzz + te+1(’)fdzl.

If this comes from (J,/J%), then the defining equation of L contains an
element € nyo(d — e)z120 + (22, 23, 2225), which we can easily rule out by
comparing the degrees in t. Q.E.D.

Thus we have eventually excluded the possibility that vy : P* — X
is not an immersion, completing the proof of Theorem 10.1.
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Introduction

Siegel modular varieties are interesting because they arise as mod-
uli spaces for abelian varieties with a polarization and a level structure,
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and also because of their concrete analytic realization as locally symmet-
ric varieties. Even in the early days of modern algebraic geometry the
study of quartic surfaces led to some specific examples of these moduli
spaces being studied in the context of projective geometry. Later ad-
vances in complex analytic and algebraic geometry and in number theory
have given us many very effective tools for studying these varieties and
their various compactifications, and in the last ten years a considerable
amount of progress has been made in understanding the general pic-
ture. In this survey we intend to give a reasonably thorough account
of the more recent work, though mostly without detailed proofs, and to
describe sufficiently but not exhaustively the earlier work of, among oth-
ers, Satake, Igusa, Mumford and Tai that has made the recent progress
possible.

We confine ourselves to working over the complex numbers. This
does not mean that we can wholly ignore number theory, since much
of what is known depends on interpreting differential forms on Siegel
modular varieties as Siegel modular forms. It does mean, though, that
we are neglecting many important, interesting and difficult questions:
in particular, the work of Faltings and Chai, who extended much of the
compactification theory to Spec Z, will make only a fleeting appearance.
To have attempted to cover this material would have greatly increased
the length of this article and would have led us beyond the areas where
we can pretend to competence.

The plan of the article is as follows.

In Section I we first give a general description of Siegel modular
varieties as complex analytic spaces, and then explain how to compactify
them and obtain projective varieties. There are essentially two related
ways to do this.

In Section II we start to understand the birational geometry of these
compactified varieties. We examine the canonical divisor and explain
some results which calculate the Kodaira dimension in many cases and
the Chow ring in a few. We also describe the fundamental group.

In Section III we restrict ourselves to the special case of moduli
of abelian surfaces (Siegel modular threefolds), which is of particular
interest. We describe a rather general lifting method, due to Gritsenko
in the form we use, which produces Siegel modular forms of low weight
by starting from their behaviour near the boundary of the moduli space.
This enables us to get more precise results about the Kodaira dimension
in a few interesting special cases, due to Gritsenko and others. Then
we describe some results of a more general nature, which tend to show
that in most cases the compactified varieties are of general type. In the
last part of this section we examine some finite covers and quotients
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of moduli spaces of polarized abelian surfaces, some of which can be
interpreted as moduli of Kummer surfaces. The lifting method gives
particularly good results for these varieties.

In Section IV we examine three cases, two of them classical, where a
Siegel modular variety (or a near relative) has a particularly good projec-
tive description. These are the Segre cubic and the Burkhardt quartic,
which are classical, and the Nieto quintic, which is on the contrary a
surprisingly recent discovery. There is a huge body of work on the first
two and we cannot do more than summarize enough of the results to
enable us to highlight the similarities among the three cases.

In Section V we examine the moduli spaces of (1, t)-polarized abelian
surfaces (sometimes with level structure) for small t. We begin with the
famous Horrocks-Mumford case, t = 5, and then move on to the work
of Manolache and Schreyer on ¢ = 7 and Gross and Popescu on other
cases, especially t = 11.

In Section VI we return to the compactification problems and de-
scribe very recent improvements brought about by Alexeev and Naka-
mura, who (building on earlier work by Nakamura, Namikawa, Tai and
Mumford) have shed some light on the question of whether there are
compactifications of the moduli space that are really compactifications
of moduli, that is, support a proper universal family.

Acknowledgements. Both authors were partially supported by
the HCM network AGE (Algebraic Geometry in Europe), contract no.
ERBCHRXCT940557. We are also grateful to RIMS, Kyoto, for hospi-
tality at different times during 1996/97 and the first author would like
to thank MSRI for hospitality in the autumn of 1998. We particularly
thank the many people mentioned in this article who answered our ques-
tions about their own work, and especially to V. Alexeev, M. Gross and
S. Popescu, 1. Nieto, and N. Manolache and F.-O. Schreyer for allowing
us access to unpublished notes.

I. Siegel modular varieties

In this section we give the basic definitions in connection with Siegel
modular varieties and sketch the construction of the Satake and toroidal
compactifications.

I.1. Arithmetic quotients of the Siegel upper half plane
To any point 7 in the upper half plane

Hy ={reC; Im 7 >0}
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one can associate a lattice
L, =727+ 7Z

and an elliptic curve

E,=C/L,.

Since every elliptic curve arises in this way one obtains a surjective map
H; — {elliptic curves}/ isomorphism.

The group SL(2,Z) acts on H; by
a b at +b
DT
c d ct +d

E. =2 FE. & 1~7 mod SL(2,Z).

and

Hence there is a bijection
X°(1) = SL(2,Z)\H, 24, {elliptic curves}/ isomorphism.

The j-function is an SL(2,Z)-invariant function on H; and defines an
isomorphism of Riemann surfaces

j:X°(1)=C.

An abelian variety (over the complex numbers C) is a g-dimensional
complex torus C9/L which is a projective variety, i.e. can be embedded
into some projective space P". Whereas every 1-dimensional torus C/L
is an algebraic curve, it is no longer true that every torus X = C9/L of
dimension g > 2 is projective. This is the case if and only if X admits a
polarization. There are several ways to define polarizations. Perhaps the
most common definition is that using Riemann forms. A Riemann form
on C9 with respect to the lattice L is a hermitian form H > 0 on C9Y
whose imaginary part H' = Im(H) is integer-valued on L, i.e. defines
an alternating bilinear form

H:LeL—Z.

The R-linear extension of H' to CY satisfies H'(z,y) = H'(iz,iy) and
determines H by the relation

H(z,y) = H'(iz,y) +iH'(z,y).
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H is positive definite if and only if H' is non-degenerate. In this case H
(or equivalently H') is called a polarization. By the elementary divisor
theorem there exists then a basis of L with respect to which H’ is given
by the form

€1
0 FE )
() (")
where the ej,...,e, are positive integers such that e;jlez...|eg. The
g-tuple (eq,...,€4) is uniquely determined by H and is called the type
of the polarization. If e; = ... = e; = 1 one speaks of a principal

polarization. A (principally) polarized abelian variety is a pair (A, H)
consisting of a torus A and a (principal) polarization H.

Assume we have chosen a basis of the lattice L. If we express each
basis vector of L in terms of the standard basis of C9 we obtain a matrix
Q€ M(2g9 x g,C) called a period matriz of A. The fact that H is
hermitian and positive definite is equivalent to

FOAT1IQ =0, and i IQATIQ > 0.

These are the Riemann bilinear relations. We consider vectors of CY
as row vectors. Using the action of GL(g,C) on row vectors by right
multiplication we can transform the last g vectors of the chosen basis of
L to be (e4,0,...,0),(0,e2,0,...,0),...,(0,...,0,e,). Then Q2 takes on

the form
-
-0 (3)

and the Riemann bilinear relations translate into

r=%, Im7t>0.

In other words, the complex (g X g)-matrix 7 is an element of the Siegel
space of degree g

H, = {r € M(g x g,C);7 ="'7,ImT > 0}.

Conversely, given a matrix 7 € H, we can associate to it the period
matrix €2; and the lattice L = L, spanned by the rows of .. The
complex torus A = C9/L, carries a Riemann form given by

H(z,y) = zIm(1)~! 3.
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This defines a polarization of type (ey,...,ey). Hence for every given
type of polarization we have a surjection

Hy, — {(A,H);(A, H) is an (e, ...,e4)-polarized ab.var.}/ isom.

To describe the set of these isomorphism classes we have to see what
happens when we change the basis of L. Consider the symplectic group

Sp(A,Z) = {h € GL(2g,7Z); hA*h = A}.

As usual we write elements h € Sp(A,Z) in the form

A B
h:<c D); A,...,DeM(gxg,Z).

It is useful to work with the “right projective space P of GL(g,C)” i.e.
the set of all (2g x g)-matrices of rank g divided out by the equivalence
relation

M, MM
( M, ) ~ < Mo M ) for any M € GL(g,C).

Clearly P is isomorphic to the Grassmannian G = Gr(g, C?9). The group
Sp(A,Z) acts on P by

A B M, | | AM; + BM,
¢ D M, | | CMy + DM,
where [ | denotes equivalence classes in P. One can embed Hj, into P by

T
-
E

image of H, and is given by

( é g) [;} _ l g:igg } _ l (AT+BE)(%T+DE)‘1E].

}. Then the action of Sp(A,Z) restricts to an action on the

In other words, Sp(A,Z) acts on H, by

( é g ) : 7+ (AT + BE)(CT + DE)'E.

We can then summarize our above discussion with the observation that
for a given type (e1,...,ey) of a polarization the quotient

-Ael,...,eg = Sp(A, Z)\Hg
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parametrizes the isomorphism classes of (ey,...,e4)-polarized abelian
varieties, i.e. Ae, . ., is the coarse moduli space of (ey, ..., ey)-polarized
abelian varieties. (Note that the action of Sp(A,Z) on H, depends on
the type of the polarization.) If we consider principally polarized abelian
varieties, then the form A is the standard symplectic form

_ 0 19
J_(_lg 0 )

and Sp(A,Z) = Sp(2g,Z) is the standard symplectic integer group. In
this case we use the notation

Ag = Al,...,l = Sp(2g,Z)\Hg.

This clearly generalizes the situation which we encountered with ellip-
tic curves. The space H; is just the ordinary upper half plane and
Sp(2,7Z) = SL(2,Z). We also observe that multiplying the type of a po-
larization by a common factor does not change the moduli space. Instead
of the group Sp(A,Z) one can also use a suitable conjugate which is a
subgroup of Sp(J, Q). One can then work with the standard symplectic
form and the usual action of the symplectic group on Siegel space, but
the elements of the conjugate group will in general have rational and no
longer just integer entries.

One is often interested in polarized abelian varieties with extra struc-
tures, the so-called level structures. If L is a lattice equipped with a
non-degenerate form A the dual lattice LV of L is defined by

LY={ye L®Q; A(z,y) €Zfor all z € L}.

Then LV /L is non-canonically isomorphic to (Ze, X ... x Z )*. The
group LV /L carries a skew form induced by A and the group (Z,, x... X
Ze,)? has a Q/Z-valued skew form which with respect to the canonical

generators is given by
0 E!
. 0 '

If (A, H) is a polarized abelian variety, then a canonical level structure
on (A, H) is a symplectic isomorphism

a:LV/L — (Zey X ... %X Ze,)?

where the two groups are equipped with the forms described above.
Given A we can define the group.

Splev(Aa Z) = {h’ € Sp(A’ Z)7 hILV/L =id LV/L}'
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The quotient space

ALY = Sp'¥(A, Z)\H,

€1,...,€¢4

has the interpretation

A oo = 1(A,H,a); (A, H) is an (ey,...,eg)-polarized abelian
variety, o is a canonical level structure}/ isom.

If A is a multiple nJ of the standard symplectic form then Sp(nJ,Z) =
Sp(J,Z) but

[y(n) :=Sp'*¥(nJ,Z) = {h € Sp(J,Z); h =1 mod n}.

This group is called the principal congruence subgroup of level n. A
leveln structure on a principally polarized abelian variety (A, H) is a
canonical level structure in the above sense for the polarization nH.
The space

Ag(n) :=T4(n)\Hy

is the moduli space of principally polarized abelian varieties with a level-
n structure.

The groups Sp(A, Z) act properly discontinuously on the Siegel space
Hy. If e; > 3 then Sp'®'(A,Z) acts freely and consequently the spaces
Ay .. are smooth in this case. The finite group Sp(A,Z)/ Sp™* (A, Z)
acts on Ay e, With quotient A, . . . In particular, these spaces have
at most finite quotient singularities.

A torus A = C9/L is projective if and only if there exists an ample
line bundle £ on it. By the Lefschetz theorem the first Chern class
defines an isomorphism

c1: NS(A) = H*(A,Z)n H'(A,C).

The natural identification H;(A,Z) = L induces isomorphisms
2 2
H?(A,Z) = Hom(/\" H1(A,Z),Z) = Hom(/\ L, Z).

Hence given a line bundle £ the first Chern class ¢;(£) can be interpreted
as a skew form on the lattice L. Let H' := —c¢;(£) € Hom(\* L, Z).
Since ¢; (L) is a (1, 1)-form it follows that H'(x,y) = H'(iz,iy) and hence
the associated form H is hermitian. The ampleness of £ is equivalent
to positive definiteness of H. In this way an ample line bundle defines,
via its first Chern class, a hermitian form H. Reversing this process one
can also associate to a Riemann form an element in H?(A,Z) which is
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the first Chern class of an ample line bundle £. The line bundle L itself
is only defined up to translation. One can also view level structures
from this point of view. Consider an ample line bundle £ representing
a polarization H. This defines a map

A: A — A=Pic%4
T — t;ﬁ@ﬁ—l

where t, is translation by z. The map A depends only on the polariza-
tion, not on the choice of the line bundle L. If we write A = C9/L then
we have Ker A & LY /L and this defines a skew form on Ker A\, the Weil
- pairing. This also shows that Ker A and the group (Ze, X ... X Ze,)?
are (non-canonically) isomorphic. We have already equipped the lat-
ter group with a skew form. From this point of view a canonical level
structure is then nothing but a symplectic isomorphism

o Ker A X (Ze, X ... x Ze,)>.

I.2. Compactifications of Siegel modular varieties

We have already observed that the j-function defines an isomor-
phism of Riemann surfaces

7:X°(1) = SL(2,Z)\H; = C.

Clearly this can be compactified to X (1) = P! = CU{oo}. It is, however,
important to understand this compactification more systematically. The
action of the group SL(2,7Z) extends to an action on

El =H;UuQuU {ZOO}

The extra points QU {ico} form one orbit under this action and we can
set .
X (1) = SL(2,Z)\H;.

To understand the structure of X (1) as a Riemann surface we have to
consider the stabilizer

P(ioo):{i<(1) ’f);nez}

of the point ico. It acts on H; by 7 — 7 + n. Taking the quotient by
P(i00) we obtain the map

Hy — Di={z€C 0<|z <1}

T > t=e¥T,
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Adding the origin gives us the “partial compactification” D; of D}. For
e sufficiently small no two points in the punctured disc D} of radius ¢ are
identified under the map from D7 to the quotient SL(2,7Z)\H;. Hence
we obtain X (1) by

X (1) = X°(1) Up; Dx.

This process is known as “adding the cusp 700”. If we take an arbitrary
arithmetic subgroup I' C SL(2,Z) then Q U {icc} will in general have
several, but finitely many, orbits. However, given a representative of
such an orbit we can always find an element in SL(2, Z) which maps this
representative to too. We can then perform the above construction once
more, the only difference being that we will, in general, have to work
with a subgroup of P(ico). Using this process we can always compactify
the quotient X°(I') = I'\H], by adding a finite number of cusps, to a
compact Riemann surface X(I').

The situation is considerably more complicated for higher genus g
where it is no longer the case that there is a unique compactification of
a quotient A(I') = I'\H,. There have been many attempts to construct
suitable compactifications of A(T"). The first solution was given by Sa-
take ([Sa]) in the case of A,. Satake’s compactification A, is in some
sense minimal. The boundary A,\ A, is set-theoretically the union of
the spaces A;,7 < g — 1. The projective variety ./_lg is normal but highly
singular along the boundary. Satake’s compactification was later gener-
alized by Baily and Borel to arbitrary quotients of symmetric domains
by arithmetic groups. By blowing up along the boundary, Igusa ([13])
constructed a partial desingularization of Satake’s compactification. The
boundary of Igusa’s compactification has codimension 1. The ideas of
Igusa together with work of Hirzebruch on Hilbert modular surfaces
were the starting point for Mumford’s general theory of toroidal com-
pactifications of quotients of bounded symmetric domains ([Mu3]). A
detailed description of this theory can be found in [AMRT]. Namikawa
showed in [Nam2] that Igusa’s compactification is a toroidal compacti-
fication in Mumford’s sense. Toroidal compactifications depend on the
choice of cone decompositions and are, therefore, not unique. The dis-
advantage of this is that this makes it difficult to give a good modular
interpretation for these compactifications. Recently, however, Alexeev
and Nakamura ([AN], [Alel]) partly improving work of Nakamura and
Namikawa ([Nakl], [Naml]) have made progress by showing that the
toroidal compactification A which is given by the second Voronoi de-
composition represents a good functor. We shall return to this topic in
chapter VI of our survey article.
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This survey article is clearly not the right place to give a complete
exposition of the construction of compactifications of Siegel modular
varieties. Nevertheless we want to sketch the basic ideas behind the
construction of the Satake compactification and of toroidal compactifi-
cations. We shall start with the Satake compactification. For this we
consider an arithmetic subgroup I' of Sp(2g, Q) for some g > 2. (This
is no restriction since the groups Sp(A, Z) which arise for non-principal
polarizations are conjugate to subgroups of Sp(2g,Q)). A modular form
of weight k with respect to the group I' is a holomorphic function

F:Hy —C

with the following transformation behaviour with respect to the group
I':

F(M7) =det(Ct + D)*F(r) for all M = ( é g ) erl.

(For ¢ = 1 one has to add the condition that F' is holomorpic at the
cusps, but this is automatic for g > 2). If T' acts freely then the auto-
morphy factor det(Ct + D)* defines a line bundle L* on the quotient
I'\H,. In general some elements in I' will have fixed points, but ev-
ery such element is torsion and the order of all torsion elements in I' is
bounded (see e.g. [LB, p.120]). Hence, even if I does not act freely, the
modular forms of weight nky for some suitable integer kg and n > 1 are
sections of a line bundle L™®. The space M} (I') of modular forms of
fixed weight k with respect to I' is a finite-dimensional vector space and
the elements of M\, (I") define a rational map to some projective space
PV. If n is sufficiently large it turns out that this map is actually an
immersion and the Satake compactification A(I') can be defined as the
projective closure of the image of this map.

There is another way of describing the Satake compactification which
also leads us to toroidal compactifications. The Cayley transformation

®:H, — Sym(g,C)
T (7’—2'1)(7‘—{—2'1)_1

realizes H as the symmetric domain
D, = {Z € Sym(g,C); 1 — ZZ > 0}.

Let D, be the topological closure of D, in Sym(g,C). The action of
Sp(2g,R) on H, defines, via the Cayley transformation, an action on
D, which extends to D,. Two points in D, are called equivalent if
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they can be connected by finitely many holomorphic curves. Under this
equivalence relation all points in D, are equivalent. The equivalence
classes of Dy\D, are called the proper boundary components of Dj.

Given any point Z € D, one can associate to it the real subspace U(Z) =
Ker ¢(Z) of R?9 where

¢(Z):R29—>Cg,w—>y( Z(II:LZZ) )

Then U(Z) is an isotropic subspace of R?9 equipped with the standard
symplectic form J. Moreover U(Z) # 0 if and only if Z € D,\D, and
U(Z1) = U(Z,) if and only if Z; and Z, are equivalent. This defines
a bijection between the proper boundary components of D, and the
non-trivial isotropic subspaces of R?9.

For any boundary component F' we can define its stabilizer in
Sp(2¢g,R) by

P(F) = {h € Sp(2¢,R); h(F) = F}.

If U = U(F) is the associated isotropic subspace, then
P(F) =P(U) = {h € Sp(2g,R); Uh™' =U}.

A boundary component F' is called rational if P(F') is defined over the
rationals or, equivalently, if U(F’) is a rational subspace, i.e. can be gen-
erated by rational vectors. Adding the rational boundary components
to D, one obtains the rational closure Dgat of Dy. This can be equipped
with either the Satake topology or the cylindrical topology. The Satake
compactification, as a topological space, is then the quotient F\Dgat.
(The Satake topology and the cylindrical topology are actually differ-
ent, but the quotients turn out to be homeomorphic.) For g = 1 the
above procedure is easily understood: the Cayley transformation 1) maps
the upper half plane H; to the unit disc D;. Under this transformation
the rational boundary points QU {ico} of H are mapped to the rational
boundary points of D;. The relevant topology is the image under ¥ of
the horocyclic topology on H; = H; U QU {ico}.

Given two boundary components F' and F’ with F' # F’ we say that
F is adjacent to F' (denoted by F’ = F) if F C F’. This is the case if
and only if U(F') G U(F). In this way we obtain two partially ordered
sets, namely

(X1,<) = ({proper rational boundary components F' of D}, >)
(X2,<) = ({non-trivial isotropic subspaces U of Q9},$).

The group Sp(2g,Q) acts on both partially ordered sets as a group of
automorphisms and the map f : X; — X, which associates to each
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F the isotropic subspace U (F) is an Sp(2g, Q)-equivariant isomorphism
of partially ordered sets. To every partially ordered set (X, <) one can
associate its simplicial realization SR(X) which is the simplicial complex
consisting of all simplices (zo,...,z,) where zg,...,z, € X and zg <
xy < ...< xp. The Tits building T of Sp(2g, Q) is the simplicial complex
7 = SR(X1) = SR(X32). If ' is an arithmetic subgroup of Sp(2g,Q),
then the Tits building of I" is the quotient 7(T') = I'\7.

The group P(F') is a maximal parabolic subgroup of Sp(2g,R). More
generally, given any flag U, g ; U, of isotropic subspaces, its sta-
bilizer is a parabolic subgroup of Sp(2g,R). Conversely any parabolic
subgroup is the stabilizer of some isotropic flag. The maximal length
of an isotropic flag in R?9 is g and the corresponding subgroups are the
minimal parabolic subgroups or Borel subgroups of Sp(2g,R). We have
already remarked that a boundary component F' is rational if and only
if the stabilizer P(F') is defined over the rationals, which happens if and
only if U(F) is a rational subspace. More generally an isotropic flag
is rational if and only if its stabilizer is defined over Q. This explains
how the Tits building 7 of Sp(2¢,Q) can be defined using parabolic
subgroups of Sp(2g,R) which are defined over Q. The Tits building of
an arithmetic subgroup I of Sp(2g, Q) can, therefore, also be defined in
terms of conjugacy classes of groups I' N P(F).

As an example we consider the integer symplectic group Sp(2g, Z).
There exists exactly one maximal isotropic flag modulo the action of
Sp(2g,7Z), namely

{0}SULGU, G ... G Uy U =span(ey, ..., e;).

Hence the Tits building 7 (Sp(2g,Z)) is a (g — 1)-simplex whose ver-
tices correspond to the space U;. This corresponds to the fact that
set-theoretically

A=A, T A, TT ... 1T A 1T A

With these preparations we can now sketch the construction of a
toroidal compactification of a quotient A(I') = I'\H, where I' is an
arithmetic subgroup of Sp(2g,Q). We have to compactify A(T") in the
direction of the cusps, which are in 1-to-1 correspondence with the ver-
tices of the Tits building 7 (I'). We shall first fix one cusp and consider
the associated boundary component F, resp. the isotropic subspace
U =U(F). Let P(F) be the stabilizer of F' in Sp(2g,R). Then there is
an exact sequence of Lie groups

1—-P'(F)—P(F)—P'(F)—1
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where P’(F) is the centre of the unipotent radical R, (P(F)) of P(F).
Here P'(F) is a real vector space isomorphic to Sym(g’,R) where
g = dimU(F). Let P(F) = P(F)nT,P'(F) = P(F)NT and
P"(F) = P(F)/P'(F). The group P'(F) is a lattice of maximal rank
in P'(F). To F one can now associate a torus bundle X(F') with fibre
T = P'(F) ®z C/P'(F) 2 (C*)Y over the base § = F x V(F) where
V(F) = R,(P(F))/P'(F) is an affine abelian Lie group and hence a
vector space. To construct a partial compactification of A(T') in the
direction of the cusp corresponding to F', one then proceeds as follows:

(1) Consider the partial quotient X (F) = P'(F)\H,. This is a
torus bundle with fibre (C*)%gl(g,"'l) over some open subset of
Cz(9(g+1)~9"(¢'+1) and can be regarded as an open subset of the
torus bundle X' (F).

(2) Choose a fan ¥ in the real vector space P'(F) = Sym(g¢’,R) and
construct a trivial bundle X (F') whose fibres are torus embed-
dings.

(3) If ¥ is chosen compatible with the action of P”(F), then the ac-
tion of P"(F') on X (F') extends to an action of P”(F') on X (F).

(4) Denote by Xx(F) the interior of the closure of X(F) in Xx(F).
Define the partial compactification of A(T") in the direction of F’
as the quotient space Yx(F) = P"(F)\Xx(F).

To be able to carry out this programme we may not choose the fan
Y arbitrarily, but we must restrict ourselves to admissible fans ¥ (for
a precise definition see [Nam2, Definition 7.3]). In particular ¥ must
define a cone decomposition of the cone Sym_ (g’,R) of positive definite
symmetric (¢’ X g’)-matrices. The space Yx(F') is called the partial
compactification in the direction F'.

The above procedure describes how to compactify A(I") in the di-
rection of one cusp F. This programme then has to be carried out for
each cusp in such a way that the partial compactifications glue together
and give the desired toroidal compactification. For this purpose we have
to consider a collection ¥ = {X(F)} of fans L(F) C P'(F). Such a
collection is called an admissible collection of fans if

(1) Every fan 3(F) C P'(F) is an admissible fan.

(2) If F = g(F’) for some g € I', then X(F) = g(3(F")) as fans in
the space P'(F') = g(P'(F")).

(3) If F/ > F is a pair of adjacent rational boundary components,
then equality X(F') = X(F) NP’'(F’) holds as fans in P'(F') C
P!(F).
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The conditions (2) and (3) ensure that the compactifications in the di-
rection of the various cusps are compatible and can be glued together.
More precisely we obtain the following:

(2") If g € T with F = g(F"), then there exists a natural isomorphism
g: Xsry(F') = Xsr)(F).

(3') Suppose F’ ~ F' is a pair of adjacent rational boundary compo-
nents. Then P'(F') C P/(F) and there exists a natural quotient
map mo(F', F) : X(F') — X(F). Because of (3) this extends to
an étale map: w(F', F) : X5 (pr)(F') = Xsp) (F).

We can now consider the disjoint union
X =] Xz (F)
F

over all rational boundary components F'. One can define an equivalence
relation on X as follows: if x € Xx(p)(F) and 2’ € X5y (p)(F'), then

(a) x ~ 2’ if there exists g € I" such that F = g(F’) and =z = g(z').
(b) x ~2' if F/ > F and n(F', F)(z') = z.

The toroidal compactification of A(I") defined by the admissible col-
lection of fans ¥ is then the space

A = X/ ~ .

Clearly A(I")* depends on ¥. We could also have described A(I')* as
Y/ ~ where Y = II Yy(p)(F) and the equivalence relation ~ on Y is
induced from that on X. There is a notion of a projective admissible
collection of fans (see [Nam2, Definition 7.22]) which ensures that the
space A(I')* is projective.

For every toroidal compactification there is a natural map =7 :
A(T)* — A(T) to the Satake compactification. Tai, in [AMRT], showed
that if A(T")* is defined by a projective admissible collection of fans, then
7 is the normalization of the blow-up of some ideal sheaf supported on
the boundary of A(T).

There are several well known cone decompositions for Sym_ (¢', R):
see e.g. [Nam2, section 8]. The central cone decomposition was used
by Igusa ([I1]) and leads to the Igusa compactification. The most
important decomposition for our purposes is the second Voronoi de-
composition. The corresponding compactification is simply called the
Voronot compactification. The Voronoi compactification A(I')* = A3
for I = Sp(2g, Z) is a projective variety ([Alel]). For g = 2 all standard
known cone decompositions coincide with the Legendre decomposition.
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II. Classification theory

Here we discuss known results about the Kodaira dimension of Siegel
modular varieties and about canonical and minimal models. We also re-
port on some work on the fundamental group of Siegel modular varieties.

I1.1. The canonical divisor

If one wants to prove results about the Kodaira dimension of Siegel
modular varieties, one first has to understand the canonical divisor. For
an element 7 € Hy we write

T11 T1,9—-1 Tig
7! ty
T = =
T1,g—1 " Tg-149-1 | Tg—1g
... z T
Tig Tg—1,9 | Tgg 99

Let
dr = dT11 /\dT12 AN /\dng.

If F' is a modular form of weight g + 1 with respect to an arithmetic
group [', then it is easy to check that the form w = Fdr is I'-invariant.
Hence, if " acts freely, then

Kary=(9+1)L

where L is the line bundle of modular forms, i.e. the line bundle given
by the automorphy factor det(CT + D). If ' does not act freely, let
A(I') = A(I')\R where R is the branch locus of the quotient map H, —
A(T). Then by the above reasoning it is still true that

Kogry = (9 + 1) Lea(r)-

In order to describe the canonical bundle on a toroidal compactification
A(T')* we have to understand the behaviour of the differential form w
at the boundary. To simplify the exposition, we shall first consider the
case I'y = Sp(2g,Z). Then there exists, up to the action of I', exactly
one maximal boundary component F. We can assume that U(F) =
U = span(eg). The stabilizer P(F) = P(U) of U in T’y is generated by
elements of the form

A0 B 0O 1,., 0 0 0O
o1 0 o0 0 +1 0 0
=1 c o D o |’ 97 0 0 1,, 0 |°

00 0 1 0O 0 0 <1
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1,0 0 0 N 1,0 0 0 0
| M 1 N o0 | o 1 o =
B 0o 0 1, M |07 0 0 1,4 0 |
0o 0 0 1 0 0 0 1
where ( é IB; ) €ly_1, M,N €79 ! and S € Z.

The group P/(F) is the rank 1 lattice generated by g4, and the
partial quotient with respect to P/(F’) is given by

e(F): Hy — Hy,_4 xC9 1 xC*

T — (T’,z,t:ezm%).

Here H,_; x C9~! x C* is a rank 1 torus bundle over Hg_1 x C9—1 =
F x V(F). Partial compactification in the direction of F' consists of
adding H,_; x C9~! x {0} and then taking the quotient with respect to
P"(F). Since dr,y = (2mi)~1dt/t it follows that

d7’11 N ---/\dTg—l,g A dt
t

w = (2mi)"'F

has a pole of order 1 along the boundary, unless F' vanishes there. More-
over, since F'(g4(7)) = F(7) it follows that F' has a Fourier expansion

F(r) =Y F,(r,2)t"

n>0

A modular form F'is a cusp form if Fy(7/,z) = 0, i.e. if F' vanishes along
the boundary. (If I' is an arbitrary arithmetic subgroup of Sp(2g, Q)
we have in general several boundary components and then we require
vanishing of F' along each of these boundary components.) The above
discussion can be interpreted as follows. First assume that T' is neat
(i.e. the subgroup of C* generated by the eigenvalues of all elements
of ' is torsion free) and that A(I')* is a smooth compactification with
the following property: for every point in the boundary there exists a
representative * € Xy p)(F') for some boundary component such that
X5 (r)(F) is smooth at x and P"(F) acts freely at . (Such a toroidal
compactification always exists if I is neat.) Let D be the boundary
divisor of A(T")*. Then

KA(F)* = (g + 1)L —D.

Here L is the extension of the line bundle on modular forms on A(T") to
A(T')*. This makes sense since by construction the line bundle extends
to the Satake compactification A(I") and since there is a natural map
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m: A(T)* — A(T"). We use the same notation for L and w*L. If T does
not act freely we can define the open set 2A(I')* consisting of %A(I") and
those points in the boundary which have a representative z € Xs,py(F)
where P (F') acts freely at z. In this case we still have

Koary- = (9 + 1)L — D)lea(r)+-

This shows in particular that every cusp form F' of weight g + 1 with
respect to I' defines via w = F'dr a differential N-form on %4(I")* where
N = g—(g;—l) is the dimension of A(I"). It is a non-trivial result of Freitag
that every such form can be extended to any smooth projective model
of A(T"). If we denote by Si(I") the space of cusp forms of weight k with

respect to I', then we can formulate Freitag’s result as follows.

Theorem I1.1.1 ([F]). Let A(T") be a smooth projective model of
A(T"). Then every cusp form F of weight g + 1 with respect to I' defines
a differential form w = Fdr which extends to A(T). In particular, there
1s a natural isomorphism

F(A(F),wj(r)) = Sg1(I)

and hence py(A(T)) = dim S, 41(T).
Proof. See [F, Satz I11.2.6] and the remark following this. Q.E.D.

Similarly a form of weight k(g + 1) which vanishes of order k along
the boundary defines a k-fold differential form on "A(F)*.~ In general,
however, such a form does not extend to a smooth model A(T") of A(T).

I1.2. The Kodaira dimension of Ag4(n)

By the Kodaira dimension of a Siegel modular variety A(I') we mean
the Kodaira dimension of a smooth projective model of A(I'). Such a
model always exists and the Kodaira dimension is independent of the
specific model chosen. It is a well known result that Ay is of general
type for g > 7. This was first proved by Tai for ¢ > 9 ([T1]) and then
improved to g > 8 by Freitag ([F]) and to g > 7 by Mumford ([Mu4}).
In this section we want to discuss the proof of the following result.

Theorem II.2.1 ([T1], [F], [Mu4] and [H2]). A4(n) is of general
type for the following values of g and n > ny:

g2 3 4 5 6
nol4 3 2 2 2

>7
1

We have already seen that the construction of differential forms is closely
related to the existence of cusp forms. Using Mumford’s extension of
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Hirzebruch proportionality to the non-compact case and the Atiyah-Bott
fixed point theorem it is not difficult to show that the dimension of the
space of cusp forms of weight k£ grows as follows:

dim Sg(T'y) ~ 27N 9kNV,n= N

where

N = @ = dim A, (n)

and V, is Siegel’s symplectic volume
—1)!
V 2g +1 N H (-7
Jj=1

Here B; are the Bernoulli numbers.

Every form of weight k(g + 1) gives rise to a k-fold differential form
on Ay(n). If k = 1, we have already seen that these forms extend
by Freitag’s extension theorem to every smooth model of A4(n). This
is no longer automatically the case if K > 2. Then one encounters
two types of obstructions: one is extension to the boundary (since we
need higher vanishing order along D), the other type of obstruction
comes from the singularities, or more precisely from those points where
I'y(n) does not act freely. These can be points on Ag(n) or on the
boundary. If n > 3, then I'g(n) is neat and in particular it acts freely.
Moreover we can choose a suitable cone decomposition such that the
corresponding toroidal compactification is smooth. In this case there
are no obstructions from points where I'j(n) does not act freely. If
n = 1 or 2 we shall, however, always have such points. It is one of
the main results of Tai ([T1, Section 5]) that for g > 5 all resulting
singularities are canonical, i.e. give no obstructions to extending k-fold
differential forms to a smooth model. The remainder of the proof of Tai
then consists of a careful analysis of the obstructions to the extension of
k-forms to the boundary. These obstructions lie in a vector space which
can be interpreted as a space of Jacobi forms on H,_; x C9~!. Tai gives
an estimate of this space in [T1, Section 2] and compares it with the
dimension formula for Si(I'y).

The approach developed by Mumford in [Mu4] is more geometric in
nature. First recall that

(1) Kleas(ny = (g + 1)L — D)leas (n)-

Let ©,,u11 be the closure of the locus of pairs (4, ©) where A is an abelian
variety and O is a symmetric divisor representing a principal polarization
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such that © has a singularity at a point of order 2. Then one can show
that for the class of O,y on Aj(n):

2) [Bran] = 2972(29 + 1)L — 22975D.

One can now use (2) to eliminate the boundary D in (1). Since the
natural quotient A7(n) — A7 is branched of order n along D one finds
the following formula for K:

n929—5 + — [énull]-

29-2(29 + 1) 1
B Klugm = ((g +1) - —) Lt —s

In view of Tai’s result on the singularities of .A7(n) this gives general
type whenever the factor in front of L is positive and n > 3 or g > 5.
This gives all cases in the list with two exceptions, namely (g,n) = (4, 2)
and (7,1). In the first case the factor in front of L is still positive, but
one cannot immediately invoke Tai’s result on canonical singularities.
As Salvetti Manni has pointed out, one can, however, argue as follows.
An easy calculation shows that for every element o € I'y(2) the square
02 € T'y(4). Hence if o has a fixed point then 62 = 1 since I'y(4) acts
freely. But now one can again use Tai’s extension result (see [T1, Remark
after Lemma 4.5] and [T1, Remark after Lemma 5.2]).

This leaves the case (g,n) = (7, 1) which is the main result of [Mu4].
Mumford considers the locus

No = {(4,0); Sing® + 0}

in Ag. Clearly this contains Oy, but is big_ger than On.y if g > 4.
Mumford shows that the class of the closure Ng on AZ is

- (g+1)! (g+1)!
= ! —=_2D
(@ mol = (25 gt - 0
and hence one finds for the canonical divisor:
12(g% — 49 — 17) 12 =
K oA*(n = L+ N .
450 g+1 (g+1)![ o

Since the factor in front of L is positive for g = 7 one can once more use
Tai’s extension result to prove the theorem for (g,n) = (7,1).

The classification of the varieties Ag(n) with respect to the Kodaira
dimension is therefore now complete with the exception of one important
case:

Problem. Determine the Kodaira dimension of Ag.
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All other varieties Ay(n) which do not appear in the above list are
known to be either rational or unirational. Unirationality of Ay was
proved by Donagi ([D]) and independently by Mori and Mukai ([MM)])
and Verra ([V]). Unirationality of A4 was shown by Clemens ([Cl]) and
unirationality of A,,g < 3 is easy. For g = 3 there exists a dominant
map from the space of plane quartics to M3 which in turn is birational
to Asz. For ¢ = 2 one can use the fact that My is birational to Aj
and that every genus 2 curve is a 2:1 cover of P! branched in 6 points.
Rationality of these spaces is a more difficult question. Igusa ([I1])
showed that A5 is rational. The rationality of M3, and hence also of
As, was proved by Katsylo ([K]). The space A3(2) is rational by the
work of van Geemen ([vG]) and Dolgachev and Ortland ([DO]). The
variety A3(3) is birational to the Burkhardt quartic in P* and hence
also rational. This was proved by Todd in 1936 ([To|) and Baker in 1942
(see [Ba2]), but see also the thesis of Finkelnberg ([Fi]). The variety
A2 (2) is birational to the Segre cubic (cf. [vdG1]) in P* and hence also
rational. The latter two cases are examples of Siegel modular varieties
which have very interesting projective models. We will come back to
this more systematically in chapter IV. It should also be noted that
Yamazaki ([Ya]) was the first to prove that A3(n) is of general type for
n > 4.

All the results discussed above concern the case of principal polar-
ization. The case of non-principal polarizations of type (e1,...,e,) was
also studied by Tai.

Theorem I1.2.2 ([T2]). The moduli space A, ..., of abelian va-
rieties with a polarization of type (e1,...,eq) is of general type if either
g >16 or g > 8 and all e; are odd and sums of two squares.

The essential point in the proof is the construction of sufficiently
many cusp forms with high vanishing order along the boundary. These
modular forms are obtained as pullbacks of theta series on Hermitian or
quaternionic upper half spaces.

More detailed results are known in the case of abelian surfaces (g =
2). We will discuss this separately in chapters I1I and V.

By a different method, namely using symmetrization of modular
forms, Gritsenko has shown the following:

Theorem I1.2.3 ([Grl]). For every integer t there is an integer
g(t) such that the moduli space A; .. 1. is of general type for g > g(t).
In particular Ay, 12 is of general type for g > 13.

Proof. See [Grl, Satz 1.1.10], where an explicit bound for g(t) is
given. Q.E.D.
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Once one has determined that a variety is of general type it is natural
to ask for a minimal or canonical model. For a given model this means
asking whether the canonical divisor is nef or ample. In fact one can ask
more generally what the nef cone is. The Picard group of A}, g = 2,3
is generated (modulo torsion) by two elements, namely the (Q-) line
bundle L given by modular forms of weight 1 and the boundary D.

In [H2] one of us computed the nef cone of A7, g = 2,3. The result is
given by the theorem below. As we shall see one can give a quick proof
of this using known results about M and the Torelli map. However this
approach cannot be generalized to higher genus since the Torelli map is
then no longer surjective, nor to other than principal polarizations. For
this reason an alternative proof was given in [H2] making essential use
of a result of Weissauer ([We]) on the existence of cusp forms of small
slope which do not vanish on a given point in Siegel space.

Theorem I1.2.4. Let g =2 or 3. Then a divisor aL —bD on A},
s nef if and only if b > 0 and a — 12b > 0.

Proof. First note that the two conditions are necessary. In fact let
C be a curve which is contracted under the natural map « : A7 — A,
onto the Satake compactification. The divisor —D is n-ample (cf. also
[Mu4]) and L is the pull-back of a line bundle on A,. Hence (aL —
bD).C > 0 implies b > 0. Let C be the closure of the locus given by
split abelian varieties £ x A’ where E is an arbitrary elliptic curve and
A’ is a fixed abelian variety of dimension g — 1. Then C is a rational
curve with D.C' = 1 and L.C = 1/12. This shows that a — 12b > 0 for
every nef divisor D.

To prove that the conditions stated are sufficient we consider the
Torelli map ¢t : M, — A, which extends to a map ¢ : Mg — Aj. This
map is surjective for g = 2,3. Here M, denotes the compactification of
M, by stable curves. It follows that for every curve C in A} there exists
a curve C’ in M, which is finite over C. Hence a divisor on Ay g=2,3
is nef if and only if this is true for its pull-back to Mg. We can now
use Faber’s paper ([Fa]). Then t*L = X\ where A is the Hodge bundle
and t*D = §y. Here & is the boundary (g = 2), resp. the closure of
the locus of genus 2 curves with one node (¢ = 3). The result now
follows from [Fa] since a\ — b8 is nef on My, g = 2,3 if b > 0 and
a—12b>0. Q.E.D.

Corollary I1.2.5. The canonical divisor on A%(n) is nef but not
ample for n =4 and ample for n > 5. In particular A3(4) is a minimal
model and A3(n) is a canonical model for n > 5.
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This was first observed, though not proved in detail, by Borisov in an
early version of [Bori].

Corollary I1.2.6. The canonical divisor on A3(n) is nef but not
ample for n = 3 and ample for n > 4. In particular A%(3) is a minimal
model and A%(n) is a canonical model for n > 4.

Proof of the corollaries. Nefness or ampleness of K follows immediately
from Theorem I1.2.4 since

12 n>4 if ¢g=2
(g+1)~;20@{n23 if g=3.

To see that K is not ample on A5(4) nor on A%(3) we can again use
the curves C coming from products E x A’ where A’ is a fixed abelian
variety of dimension g — 1. For these curves K.C' = 0. U

For g > 4 it is, contrary to what was said in [H2|, no longer true
that the Picard group is generated by L and D. Here we simply state
the

Problem. Describe the nef cone of .A;.

In [H3] the methods of [H2] were used to prove ampleness of K in the
case of (1,p)-polarized abelian surfaces with a canonical level structure
and a level-n structure, for p prime and n > 5, provided p does not
divide n.

Finally we want to mention some results concerning the Chow ring
of A7. The Chow groups considered here are defined as the invariant

part of the Chow ring of Aj(n). The Chow ring of M, was computed
by Mumford [Mu5]. This gives also the Chow ring of A3, which was also
calculated by a different method by van der Geer in [vdG3|.

Theorem I1.2.7 ([Mu5] and [vdG3|). Let A1 = X and Ay be the
tautological classes on A%5. Let o1 be the class of the boundary. Then

CHQ(AE) = Q[)\l, /\2, 0'1]/.[
where I is the ideal generated by the relations

(T+ A+ 21— A +Ap) =1,
)\20’1 ZO,
02 = 220101 — 1203,

The ranks of the Chow groups are 1,2,2, 1.
Van der Geer also computed the Chow ring of A3.
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Theorem 11.2.8 ([vdG3]). Let A1, \z,A3s be the tautological
classes in A3 and 01,09 be the first and second symmetric functions
in the boundary divisors (viewed as an invariant class on Aj(n)). Then

CHQ(AE) = Q[)‘h )‘27 )‘33 01, 02]/J
where J is the ideal generated by the relations

(T4+XM+ A2+ 23)(1— A1+ A2 — A3) =1,
)\30’1 = )\30’2 = /\%0'2 = 0,

o} = 2016A3 — 4rioy — 24\i02 + Hog01,
o2 = 360\0; — 450202 + 15),040;.

The ranks of the Chow groups are 1,2,4,6,4,2,1.

Proof. See [vdG3]. The proof uses in an essential way the descrip-
tion of the Voronoi compactification A% given by Nakamura ([Nakl])
and Tsushima ([Ts]). Q.E.D.

I1.3. Fundamental groups

The fundamental group of a smooth projective model A(T") of A(T)
is independent of the specific model chosen. We assume in this section
that g > 2, so that the dimension of A(I") is at least 3.

The first results about the fundamental group of A(T") were obtained
by Heidrich and Knéller ([HK], [Kn]) and concern the principal congru-

ence subgroups I'(n) C Sp(2g,Z). They proved the following result.

Theorem I1.3.1 ([HK],[Kn]). Ifn >3 orifn =g =2 then Ay(n)
1s simply-connected.

As an immediate corollary (first explicitly pointed out by Heidrich-
Riske) one has ’

Corollary 11.3.2 ([H-R]). If ' is an arithmetic subgroup of
Sp(2g,Q), then the fundamental group of A(T) is finite.

Corollary 11.3.2 follows from Theorem I1.3.1 because any subgroup
of Sp(2g, Z) of finite index contains a principal congruence subgroup of
some level.

Proof. The proof of Theorem I1.3.1 uses the fact that there is, up
to the action of the group Sp(2g,Z, ), only one codimension 1 boundary
component F in the Igusa compactification A3 (n). Suppose for simplic-
ity that n > 4, so that I'(n) is neat. A small loop passing around this
component can be identified with a loop in the fibre C* of X (F') and
hence with a generator up of the 1-dimensional lattice P'(F'). This loop
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determines an element v, usually non-trivial, of m (Ag(n)) (which is
simply I'(n), since I'(n) is torsion-free and hence acts freely on H). The

element yp is in the kernel of the map 71 (Ag(n)) — m (Ay(n)), so up is

in the kernel of I'(n) — m (.Zg (n)). But it turns out that the normalizer
of P/(F) in T'(n) is the whole of I'(n), as was shown by Mennicke ([Me])
by a direct calculation. Q.E.D.

We (the authors of the present article) applied this method in [HS2]
to the case of AYy for p > 5 prime, where there are many codimension 1
boundary components. A minor extra complication is the presence of
some singularities in T'\Hj, but they are easily dealt with. In [S1] one
of us also considered the case of A; ,. We found the following simple

result.

Theorem I1.3.3 ([HS2] and [S1)). Ifp > 5 is prime then AYY, and

Al,p are both simply-connected.

In some other cases one knows that ,Z(I“) is rational and hence
simply-connected. In all these cases, as F. Campana pointed out, it
follows that the Satake compactification, and any other normal model,
is also simply-connected.

By a more systematic use of these ideas, one of us [S1]| gave a more
general result, valid in fact for all locally symmetric varieties over C.
From it several results about Siegel modular varieties can be easily de-
duced, of which Theorem II.3.4 below is the most striking.

Theorem I1.3.4 ([S1]). For any finite group G there exists a g > 2
and an arithmetic subgroup I' C Sp(2¢g,7Z) such that m, (A(F)) ~G.

Proof. We choose an | > 4 and a faithful representation p : G —
Sp(2¢,F,) for some prime p not dividing 2/|G|. The reduction mod p
map ¢, : ['(l) — Sp(2g,F,) is surjective and we take I' = qﬁ;l(p(G)).
As this is a subgroup of I'(l) it is neat, and under these circumstances
the fundamental group of the corresponding smooth compactification of
A(T) is I'/Y, where T is a certain subgroup of I' generated by unipo-
tent elements (each unipotent element corresponds to a loop around a
boundary component). From this it follows that T C Ker¢, = I'(pl).
Then from Theorem I1.3.1 applied to level pl it follows that T = T'(pl)

and hence that the fundamental group is I'/T'(pl) = G. Q.E.D.

For G = Dg we may take g = 2; in particular, the fundamental group
of a smooth projective model of a Siegel modular threefold need not be
abelian. Apart from the slightly artificial examples which constitute
Theorem I1.3.4, it is also shown in [S1] that a smooth model of the
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double cover N5 of Nieto’s threefold N5 has fundamental group Z, x Z,.
The space N5 will be discussed in Section IV below: it is birational with
the moduli space of abelian surfaces with a polarization of type (1,3)
and a level-2 structure.

III. Abelian surfaces

In the case of abelian surfaces the moduli spaces A; ; and .Alf,‘g of
abelian surfaces with a (1, t)-polarization, resp. with a (1, t)-polarization
and a canonical level structure were investigated by a number of authors.
One of the starting points for this development was the paper by Hor-
rocks and Mumford ([HM]) which established a connection between the
Horrocks-Mumford bundle on P* and the moduli space AFY.

II1.1. The lifting method

Using a version of Maaf3 lifting Gritsenko has proved the existence of
a weight 3 cusp forms for almost all values of ¢t. Before we can describe
his lifting result recall the paramodular group Sp(A,Z) where

(5% 0) (o)

for some integer ¢t > 1, with respect to a basis (e, e9, €3, €4). This group
is conjugate to the (rational) paramodular group

1
I'i: = R 'Sp(A,Z)R, R:( v )
t

It is straightforward to check that

7 Z Z t7
tZ Z t7, t7Z
Fl,t =49E¢€ Sp(47Q)’ g e 7 7 7 t7Z
7 t7'7 7 Z

Then Ay ; =T'y ;\Hy is the moduli space of (1, ¢)-polarized abelian sur-
faces. In this chapter we shall denote the elements of Hy by

T = ( n 2 ) € HQ.
T2 T3
The Tits building of I'y ;, and hence the combinatorial structure of the

boundary components of the Satake or the Voronoi (Igusa) compactifi-
cation of A; ; are known, at least if ¢ is square free: see [FrS], where Tits
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buildings for some other groups are also calculated. There are exactly
u(t) corank 1 boundary components, where p(t) denotes the number of
prime divisors of ¢ ([Grl, Folgerung 2.4]). If ¢ is square free, then there
exists exactly one corank 2 boundary component ([Fr, Satz 4.7]). In
particular, if ¢ > 1 is a prime number then there exist two corank 1
boundary components and one corank 2 boundary component. These
boundary components belong to the isotropic subspaces spanned by ej
and eyq, resp. by es A e4. In terms of the Siegel space the two corank 1
boundary components correspond to 77 — 100 and 73 — i00. For ¢t =1
these two components are equivalent under the group I'y ; = Sp(4,Z).

Gritsenko’s construction of cusp forms uses a version of Maa# lifting.
In order to explain this, we first have to recall the definition of Jacobi
forms. Here we restrict ourselves to the case of I'1 ; = Sp(4,Z). The
stabilizer of Qe4 in Sp(4,Z) has the structure

P(eq) 2 SL(2,Z) x H(Z)
where SL(2,7Z) is identified with

)

a 0 b O
0 1 0 O a b
c 0 d O ’(c czf)ESL(2’Z)>
0 0 0 1 )
and
1 0 0 pu )
_ Al por .
H(Z)—‘ 0 0 1 —)\ s\ 1, €L )
0 0 0 1 )

is the integral Heisenberg group.

Every modular form F € M;(Sp(4,Z)) of weight k with respect
to Sp(4,Z) has a Fourier extension with respect to 73 which is of the
following form

F(r)= Z fm(T1, T2)e2™ ™3,

m>0

The same is true for modular forms with respect to I'y ¢, the only differ-
ence is that the factor exp(27im73) has to be replaced by exp(2mwimitrs).
The coefficients f,,(71,72) are examples of Jacobi forms. Formally Ja-
cobi forms are defined as follows:

Definition. A Jacobi form of index m and weight k is a holomor-
phic function

®=®(r,z):H; xC—-C
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which has the following properties:

(1) It has the transformation behaviour

2wicmz

(a) ® (g;ig, C;;d> — (or + )b =5 (7, 2),

( Z 2 ) € SL(2,Z)

(b) ®(7, 2 + AT + p) = e 2mimNTH2NH(7 ) A p € Z.
(2) It has a Fourier expansion

&(r,2) = Z f(n,l)ezm(m"'lz).
n,l€Z,n>0
dnm>12

A Jacobi form is called a cusp form if one has strict inequality 4nm > 2
in the Fourier expansion.

Note that for z = 0 the transformation behaviour described by (1)(a)
is exactly that of a modular form. For fixed 7 the transformation law
(1)(b) is, up to a factor 2 in the exponent, the transformation law for
theta functions. One can also summarize (1)(a) and (1)(b) by saying
that ® = ®(7,2) is a modular form with respect to the Jacobi group
SL(2,Z) x H(Z). (Very roughly, Jacobi forms can be thought of as
sections of a suitable QQ-line bundle over the universal elliptic curve,
which doesn’t actually exist.) The Jacobi forms of weight k& and index
m form a vector space Ji n, of finite dimension. The standard reference
for Jacobi forms is the book by Eichler and Zagier ([EZ]).

As we have said before, Jacobi forms arise naturally as coefficients
in the Fourier expansion of modular forms. These coefficients are func-
tions, or more precisely sections of a suitable line bundle, on a boundary
component of the Siegel modular threefold. The idea of lifting is to re-
verse this process. Starting with a Jacobi form one wants to construct
a Siegel modular form where this Jacobi form appears as a Fourier co-
efficient. This idea goes back to Maafl ([Ma2]) and has in recent years
been refined in several ways by Gritsenko, Borcherds and others: see
e.g.[Grl], [Gr3], [GrN] and [Borc]. The following lifting result is due to
Gritsenko.

Theorem IIL.1.1 ([Grl]). There is a lifting, i.e. an embedding
Lift : Jgt — Mi(T14)

of the space of Jacobi forms of weight k and index t into the space of
modular forms of weight k with respect to the paramodular group I'y :.
The lifting of a Jacobi cusp form is again a cusp form.
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Proof. For details see [Grl, Hauptsatz 2.1] or [Gr2, Theorem 3].
For a Jacobi form ® = ®(7z) with Fourier expansion

O(r,z) = Y fn,1)ePmnTHE)
n,leZ
ant>12

the lift can be written down explicitly as

Lea(r) = Y Y okl (”m ! ) JT———

a?’a
4tmn>12 a|(n,l,m)
Q.E.D.

Since one knows dimension formulae for Jacobi cusp forms one obtains
in this way lower bounds for the dimension of the space of modular
forms and cusp forms with respect to the paramodular group. Using
this together with Freitag’s extension theorem it is then easy to obtain
the following corollaries.

Corollary II1.1.2. Let p,(t) be the geometric genus of a smooth
projective model of the moduli space Ay ¢ of (1,t)-polarized abelian sur-

faces. Then
t—1

py(t) 2; ({29' T 2he - H‘zD
where N { Ey if m#%2 mod 12

2] -1 if m=2 mod 12

and |z] denotes the integer part of .

This corollary also implies that p,(t) goes to infinity as ¢t goes to
infinity.

Corollary III.1.3. The Kodaira dimension of A;; is non-
negative if t > 13 and t # 14,15, 16, 18, 20,24, 30, or 36. In particular
these spaces are not unirational.

Corollary II1.1.4. The Kodaira dimension of A;. is positive if
t > 29 and t # 30,32, 35, 36,40, 42, 48, or 60.

On the other hand one knows that A;; is rational or unirational
for small values of ¢. We have already mentioned that Igusa proved
rationality of A; 1 = A in [I1]. Rationality of A; 2 and A; 3 was proved
by Birkenhake and Lange ([BL]). Birkenhake, Lange and van Straten
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([BLvS]) also showed that .4; 4 is unirational. It is a consequence of
the work of Horrocks and Mumford ([HM]) that Ay} is rational. The
variety AYY is birational to a Fano variety of type Va3 ([MS]) and hence
also rational. The following result of Gross and Popescu was stated in
[GP1] and is proved in the series of papers [GP1]-[GP4].

Theorem IIIL.1.5 ([GP1], [GP2], [GP3] and [GP4]). AYY is ratio-
nal for 6 < t < 10 and t = 12 and unirational, but not rational, for
t = 11. Moreover the variety A;; is unirational for t = 14,16,18 and
20.

We shall return to some of the projective models of the modular
varieties A; ; in chapter V. Altogether this gives a fairly complete pic-
ture as regards the question which of the spaces A; ; can be rational or
unirational. In fact there are only very few open cases.

Problem. Determine whether the spaces A;; for ¢ = 15,24, 30,
or 36 are unirational. '

I11.2. General type results for moduli spaces of abelian sur-
faces

In the case of moduli spaces of abelian surfaces there are a number
of concrete bounds which guarantee that the moduli spaces A; ¢, resp.
Alﬁ‘g are of general type. Here we collect the known results and comment
on the different approaches which enable one to prove these theorems.

Theorem II1.2.1 ([HS1]| and [GrH1]). Let p be a prime number.

The moduli spaces Alf,‘;, are of general type if p > 37.

Proof. This theorem was first proved in [HS1] for p > 41 and was
improved in [GrH1] to p = 37. The two methods of proof differ in one
important point. In [HS1] we first estimate how the dimension of the
space of cusp forms grows with the weight k& and find that

4

5) dim S (T2 = PP~ Dys | o42),
: 640

These cusp forms give rise to k-fold differential forms on ?A¥Y and we
have two types of obstruction to extending them to a smooth projec-
tive model of Ay} one comes from the boundary and the other arises
from the elliptic fixed points. To calculate the number of obstructions
from the boundary we used the description of the boundary of the Igusa
compactification (which is equal to the Voronoi decomposition) given in
[HKW2]. We found that the number of obstructions to extending k-fold
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differentials is bounded by

(p*>—1)

1 (9p% + 2p + 1)k + O(E?).

(6) Hp(p, k) =
The singularities of the moduli spaces .Alf,‘;’, and of the Igusa compact-
ification were computed in [HKW1]. This allowed us to calculate the
obstructions arising from the fixed points of the action of the group
'y, The result is that the number of these obstructions is bounded by

™ Hs(pk) = -5 (0" ~ 1) ({gp~ 1) B+ 0(k).

The result then follows from comparing the leading terms of (6) and (7)
with that of (5).

The approach in [GrH1] is different. The crucial point is to use
Gritsenko’s lifting result to produce non-zero cusp forms of weight 2.
The first prime where this works is p = 37, but it also works for all
primes p > 71. Let G be a non-trivial modular form of weight 2 with
respect to I'; 37. Then we can consider the subspace

Vi = GF My, (T'%;) C May (TY%;) -

The crucial point is that the elements of V), vanish by construction to
order k on the boundary. This ensures that the extension to the bound-
ary imposes no further conditions. The only possible obstructions are
those coming from the elliptic fixed points. These obstructions were
computed above. A comparison of the leading terms again gives the
result. Q.E.D.

The second method described above was also used in the proof of
the following two results.

Theorem I11.2.2 ([OG] and [G1S]). The moduli space Ay, is of
general type for every prime p > 11.

This was proved in [GrS] and improves a result of O’Grady (JOG])
who had shown this for p > 17. The crucial point in [GrS] is that,
because of the square p?, there is a covering A; ,2 — A; 1. The proof in
[GrS] then also uses the existence of a weight 2 cusp form with respect
to the group I'y ;2 for p > 11. The only obstructions which have to be
computed explicitly are those coming from the elliptic fixed points. The
essential ingredient in O’Grady’s proof is the existence of a map from a
partial desingularization of a toroidal compactification to the space My
of semi-stable genus 2 curves.
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A further result in this direction is

Theorem II1.2.3 ([S2]). The moduli spaces Ay, are of general
type for all primes p > 173.

It is important to remark that in this case there is no natural map
from A, ,, to the moduli space .A; ; = Ay of principally polarized abelian
surfaces. A crucial ingredient in the proof of the above theorem is the
calculation of the singularities of the spaces A; , which was achieved by
Brasch ([Br]). Another recent result is

Theorem I11.2.4 ([H3]). The moduli spaces of (1,d)-polarized
abelian surfaces with a full level-n structure are of general type for all
pairs (d,n) with (d,n) =1 andn > 4.

A general result due to L. Borisov is

Theorem II1.2.5 ([Bori]). There are only finitely many subgroups
H of Sp(4,Z) such that A(H) is not of general type.

Note that this result applies to the groups I'’"}, and I'; > which
are both conjugate to subgroups of Sp(4,Z), but does not apply to the
groups I'y ,, which are not. (At least for p > 7: the subgroup of C*
generated by the eigenvalues of non-torsion elements of I'y ,, contains pth
roots of unity, as was shown by Brasch in [Br|, but the corresponding
group for Sp(4,Z) has only 2- and 3-torsion.)

We shall give a rough outline of the proof of this result. For details
the reader is referred to [Bori]. We shall mostly comment on the geo-
metric aspects of the proof. Every subgroup H in Sp(4,7Z) contains a
principal congruence subgroup I'(n). The first reduction is the obser-
vation that it is sufficient to consider only subgroups H which contain
a principal congruence subgroup I'(p*) for some prime p. This is essen-
tially a group theoretic argument using the fact that the finite group
Sp(4,Z,) is simple for all primes p > 3. Let us now assume that H
contains I'(n) (we assume n > 5). This implies that there is a finite
morphism A;(n) — A(H). The idea is to show that for almost all
groups H there are sufficiently many pluricanonical forms on the Igusa
(Voronoi) compactification X = A3(n) which descend to a smooth pro-
jective model of A(H). For this it is crucial to get a hold on the possible
singularities of the quotient Y. We have already observed in Corollary
I1.2.6 that the canonical divisor on X is ample for n > 5. The finite
group H = T'y(n)/H acts on X and the quotient Y = H\X is a (in
general singular) projective model of A(H). Since X is smooth and H
is finite, the variety Y is normal and has log-terminal singularities, i.e.

if : Z — Y is a desingularization whose exceptional divisor E = ) E;
i
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has simple normal crossings, then

Kz =m"Ky+)» (-1+6)E; with & >0.

Choose 6 > 0 such that —1+ 6 is the minimal discrepancy. By L x, resp.
Ly we denote the QQ-line bundle whose sections are modular forms of
weight 1. Then Lx = pu*Ly where p: X — Y is the quotient map.
The next reduction is that it suffices to construct a non-trivial sec-
tion s € H°(m(Ky — Ly)) such that s, € Oy (m(Ky — Ly)m;n(l—é))
for all y € Y where Y has a non-canonical singularity. This is enough
because 7*(sH°(mLy)) C H°(mKz) and the dimension of the space
H°(mLy) grows as m3.

The idea is to construct s as a suitable H-invariant section
* H
s € HO(u*(m(Ky — Ly)))

satisfying vanishing conditions at the branch locus of the finite map
i X — Y. For this one has to understand the geometry of the quotient
map p. First of all one has branching along the boundary D = )" D; of
X. We also have to look at the Humbert surfaces

1
0 ) -1
H1:{7'2<7(-)1 5 );Tl,T;gGHl}——— Fix 1
—1
and
0 1
. _ 1 T2 . . . . 1 O
H4—{T—(7_2 7_3),7‘1—7'3}—15‘1)( 0 1
1 0
Let
F= U 9m) , = |J 9H)
g€Sp(4,Z) 9€Sp(4,Z)
and let

F=xn(F), G=m=(G9)
where 7 : Hy — I'(n)\H2 C X is the quotient map. One can then show
that the branching divisor of the map A(I'2(n)) — A(H) is contained
in F'U G and that all singularities in A(H) which lie outside u(F U G)
are canonical. Moreover the stabilizer subgroups in Sp(4,Z) of points
in F UG are solvable groups of bounded order. Let F = > F; and
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G = >_ G; be the decomposition of the surfaces F' and G into irreducible
components. We denote by d;, f; and g; the ramification order of the
quotient map p : X — Y along D;, F; and G;. The numbers f; and g;
are equal to 1 or 2. One has

p*(m(Ky — Ly)) =m(Kx — Lx) — Zm(di - 1)D; — Zm(fi - 1)F;
- Zm(gi -

Recall that the finite group H is a subgroup of the group G =
I'/T(n) = Sp(4, Zy,). The crucial point in Borisov’s argument is to show,
roughly speaking, that the index [G : H] can be bounded from above in
terms of the singularities of Y. There are several such types of bounds
depending on whether one considers points on the branch locus or on one
or more boundary components. We first use this bound for the points
on X which lie on 3 boundary divisors. Using this and the fact that Y
has only finite quotient singularities one obtains the following further
reduction: if R is the ramification divisor of the map p: X — Y, then
it is enough to construct a non-zero section in H°(m(Kx — Lx — R))

for some m > 0 which lies in my" mk(Stab™ z) for all points x in X which lie
over non-canonical points of Y and which are not on the intersection of
3 boundary divisors. Here k(Stab” z) is defined as follows. First note
that Stab” z is solvable and consider a series

{0} = Hy<H,;<...<H, =Stab” z

with H;/H;_; abelian of exponent k;. Take k' = ky - ... k;. Then
k(Stab® z) is the minimum over all ¥’ which are obtained in this way. To
obtain an invariant section one can then take the product with respect to
the action of the finite group H. Now recall that all non-canonical points
on A(H) lie in u(F UG). The subgroup Z Stab” D; of Stab™ D; which
acts trivially on D; is cyclic of order d;. Moreover if z lies on exactly one
boundary divisor of X then the order of the group Stab® z /Z Stab™ D;
is bounded by 6 and if x lies on exactly 2 boundary divisors, then the
order of this group is bounded by 4. Using this one can show that there
is a constant ¢ (independent of H) such that it is sufficient to construct
a non-zero section in m(Kyx — Lx — cR) for some positive m. By results
of Yamazaki [Ya] the divisor mKx — 2mLx is effective. It is, therefore,
sufficient to prove the existence of a non-zero section in m(Kx — 2cR).
The latter equals

mKX—2chd—1 —2ch(f2—1 ——2ch
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We shall now restrict ourselves to obstructions coming from components
F;; the obstructions coming from G;, D; can be treated similarly. Since
h°(mKx) > cin'®m3 for some ¢; > 0, m > 0 one has to prove the
following result: let € > 0; then for all but finitely many subgroups H
one has

Z (hO(mKX) — ho(mKX — 2cmfiFy)) < en'®m2 for m >0
fi=2

and all n. This can finally be derived from the following boundedness
result. Let € > 0 and assume that

#{Fi; fi =2}
#{F:}

then the index [G : H] is bounded by an (explicitly known) constant
depending only on €. The proof of this statement is group theoretic
and the idea is as follows. Assume the above inequality holds: then
H contains many involutions and these generate a subgroup of Sp(4, Z)
whose index is bounded in terms of €.

> €,

II1I.3. Left and right neighbours

The paramodular group I'y ; C Sp(4, Q) is (for ¢ > 1) not a maximal
discrete subgroup of the group of analytic automorphisms of Hs. For
every divisor d||t (i.e. d|t and (d,t/d) = 1) one can choose integers x
and y such that

zd —ytqg =1, where tq =t/d.

The matrix
der —1 0

0
V—i —yt d 0 0
“=Jal o o0 d oyt
0 0 1 dx

is an element of Sp(4,R) and one easily checks that
Vi€eTy:, Vil V;'=T14.
The group generated by I'; ; and the elements Vg, i.e.
I, = (T1y, Vi d)jt)

does not depend on the choice of the integers x,y. It is a normal exten-
sion of I'y ; with

I, /T = (Z,)H0
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where p(t) is the number of prime divisors of t. If ¢ is square-free,

it is known that Fji,t is a maximal discrete subgroup of Sp(4,R) (see
[Al],[Gu]). The coset I'1 +V; equals I'y ; V) where

o vi' 0 o
v, — Vi o0 0 0
0 0 0 Vi
o 0 Vvi' o

This generalizes the Fricke involution known from the theory of elliptic
curves. The geometric meaning of the involution V; : A;; — Ay, in-
duced by V; is that it maps a polarized abelian surface (A, H) to its dual.
A similar geometric interpretation can also be given for the involutions
Vi (see [GrH2, Proposition 1.6] and also [Br, Satz (1.11)] for the case
d =t). We also consider the degree 2 extension

F;r,t = <F1,t9 V;ﬁ>

of I'y;. If t = p” for a prime number p, then I’tt = I‘it. The groups
I‘it and I‘it define Siegel modular threefolds

Ai,t = Fji,t \ Hy, A1+,t = F;r,t \ Ha.

Since Fi’t is a maximal discrete subgroup for ¢ square free the space

A'J{,t was called a minimal Siegel modular threefold. This should not be
confused with minimal models in the sense of Mori theory.
The paper [GrH2| contains an interpretation of the varieties Ait

and A;r’t as moduli spaces. We start with the spaces .A?t.

Theorem II1.3.1 ([GrH2)).

(i) Let A, A’ be two (1,t)-polarized abelian surfaces which define the
same point in AL. Then their (smooth) Kummer surfaces X, X'
are isomorphic.

(i1) Assume that the Néron-Severi group of A and A’ is generated by
the polarization. Then the converse is also true: if A and A’ have
isomorphic Kummer surfaces, then A and A’ define the same
point in Ait.

The proof of this theorem is given in [GrH2, Theorem 1.5]. The cru-
cial ingredient is the Torelli theorem for K3 surfaces. The above theorem
says in particular that an abelian surface and its dual have isomorphic
Kummer surfaces. This implies a negative answer to a problem posed by
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Shioda, who asked whether it was true that two abelian surfaces whose
Kummer surfaces are isomorphic are necessarily isomorphic themselves.
In view of the above result, a general (1, t)-polarized surface with ¢ > 1
gives a counterexample: the surface A and its dual A have isomorphic
Kummer surfaces, but A and A are not isomorphic as polarized abelian
surfaces. If the polarization generates the Néron-Severi group this im-
plies that A and A are not isomorphic as algebraic surfaces. In view
of the above theorem one can interpret .Ait as the space of Kummer
surfaces associated to (1,t)-polarized abelian surfaces.

The space .A;r’t can be interpreted as a space of lattice-polarized
K 3-surfaces in the sense of [N3] and [Dol]. As usual let Eg be the even,
unimodular, positive definite lattice of rank 8. By FEg(—1) we denote
the lattice which arises from Eg by multiplying the form with —1. Let
(n) be the rank 1 lattice ZI with the form given by I? = n.

Theorem IIIL.3.2 (|GrH2|). The moduli space Ait is 1somorphic
to the moduli space of lattice polarized K 3-surfaces with a polarization
of type (2t) ® 2Eg(—1).

For a proof see [GrH2, Proposition 1.4]. If
L= Z61 D Z€2 D Zeg © Ze4,

then /\2 L carries a symmetric bilinear form ( , ) given by

4
z ANy = (z,y)e1 /\62/\63/\646/\ L.

If w; =e; Aes+tea A ey, then the group

. 2
I'i={g: L— L; /\ g(we) = we}

is isomorphic to the paramodular group I'; ;. The lattice L, = wiL has
rank 5 and the form ( , ) induces a quadratic form of signature (3, 2) on
L;. If O(L;) is the orthogonal group of isometries of the lattice L;, then
there is a natural homomorphism

A

This homomorphism can be extended to I’jl;,t and

2 .
[ =T — O(Ly).

%, /T1, = O(LY /Ly) = (Z2))

where L) is the dual lattice of L;. This, together with Nikulin’s theory
([N2], [N3]) is the crucial ingredient in the proof of the above theorems.
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The varieties Af’t and Ait are quotients of the moduli space A; ;
of (1,t)-polarized abelian surfaces. In [GrH3] there is an investigation
into an interesting class of Galois coverings of the spaces A; ;. These
coverings are called left neighbours, and the quotients are called right
neighbours. To explain the coverings of A;; which were considered in
[GrH3], we have to recall a well known result about the commutator
subgroup Sp(2g,Z)’ of the symplectic group Sp(2g,Z). Reiner [Re] and
Maafl [Mal] proved that

Zyg forg=1
Sp(29,Z)/Sp(29,Z) = Zy forg=2.
1 for g > 3

The existence of a character of order 12 of Sp(2,Z) = SL(2,Z) follows
from the Dedekind n-function

oo
,,7(7_) — q1/24 H(l _ qn)7 q= e2miT
n=1

This function is a modular form of weight 1/2 with a multiplier system
of order 24. Its square n? has weight 1 and is a modular form with
respect to a character v, of order 12. For g = 2 the product

Astry= J[  Omm(r,0)

(m,m')even

of the 10 even theta characteristics is a modular form for Sp(4,Z) of
weight 5 with respect to a character of order 2.

In [GrH3] the commutator subgroups of the groups I'; ; and Ptt
were computed. For ¢t > 1 we put

t=(t,12),  to = (2t,12).

Theorem III.3.3 (|GrH3]). For the commutator subgroups I'} , of
Ty and (IF,)" of I'T, one obtains
(1) T1,e/T1 4 = Ziy X Za,
(ii) TT,/(TT,) = Zy X Zy,.

This was shown in [GrH3, Theorem 2.1].

In [Mul] Mumford pointed out an interesting application of the
computation of Sp(2,Z)’ to the Picard group of the moduli stack A,.
He showed that

PlC(Al) = le.
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In the same way the above theorem implies that

and
Tors Pic(A, ;) = Z¢, X Zy,.

The difference between the cases A, ; and A, ;, t > 1 is that one knows
that the rank of the Picard group of A, = A, ; is 1, whereas the rank
of the Picard group of A;;, t > 1 is unknown. One only knows that
it is positive. This is true for all moduli stacks of abelian varieties of
dimension g > 2, since the bundle L of modular forms of weight 1 is
non-trivial. The difference from the genus 1 case lies in the fact that
there the boundary of the Satake compactification is a divisor.

Problem. Determine the rank of the Picard group Pic(A, ;).

We have already discussed Gritsenko’s result which gives the exis-
tence of weight 3 cusp forms for I'; ; for all but finitely many values of
t. We call these values

t=1,2,...,12 14, 15,16, 18,20, 24, 30, 36

the exceptional polarizations. In many cases the results of Gross and
Popescu show that weight 3 cusp forms indeed cannot exist. The best
possible one can hope for is the existence of weight 3 cusp forms with
a character of a small order. The following result is such an existence
theorem.

Theorem I11.3.4 ([GrH3|). Lett be exceptional.

(i) Ift #1,2,4,5,8,16 then there exists a weight 3 cusp form with
respect to I'1 ¢+ with a character of order 2.
(ii) For t = 8,16 there exists a weight 3 cusp form with a character
of order 4.
(ili) Fort =0 mod 3,t # 3,9 there exists a weight 3 cusp form with
a character of order 3.

To every character x : I'; ; — C* one can associate a Siegel modular
variety

A(x) = Kerx \ Ha.

The existence of a non-trivial cusp form of weight 3 with a character x
then implies by Freitag’s theorem the existence of a differential form on
a smooth projective model A(x) of A(x). In particular the above result
proves the existence of abelian covers A(x) — Ay of small degree with

pe(A(x)) > 0.
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The proof is again an application of Gritsenko’s lifting techniques.
To give the reader an idea we shall discuss the case ¢ = 11 which is
particularly interesting since by the result of Gross and Popescu A, ;; is
unirational, but not rational. In this case I'1 ;1; has exactly one character
X2- This character has order 2. By the above theorem there is a degree
2 cover A(xz2) — A1,11 with positive geometric genus. In this case the
lifting procedure gives us a map

Lift: J;:lf;(vyllz x vg) — S3(I'1 11, X2)-

Here v,, is the multiplier system of the Dedekind n-function and U},z is a
character of order 2. The character vy is a character of order 2 of the
integer Heisenberg group H = H(Z). By JSC’u;lp (v2 X vg) we denote the
Jacobi cusp forms of weight 3 and index 11/2 with a character v}? X vy.
Similarly S3(I'1,11, x2) is the space of weight 3 cusp form with respect
to the group I'; 1; and the character x,. Recall the Jacobi theta series

4 ) .
19(7', z) = Z (___) qm2/87’m/2 (q — 627m'r, r= 6271'12)

m
meZ

4\ Jx1 ifm=+1 mod4

m) |0 ifm=0 mod?2.
This is a Jacobi form of weight 1/2, index 3/2 and multiplier system
Uf, X vy. For an integer a we can consider the Jacobi form

where

3

Fa(T,2) = 9(7,a2) € J1 1,2(v, X V).

33
One then obtains the desired Siegel cusp form by taking
F = Lift(n*9*93) € S3(T'1,11, x2)-

Finally we want to consider the maximal abelian covering of A; ;, namely
the Siegel modular threefold '

com __ 1V
1,t — Fl,t \ Hp.

By ~‘13°tm we denote a smooth projective model of A7%".

Theorem IT1.3.5 ([GrH3]).
(i) The geometric genus of /if?tm is 0 if and only if t = 1,2,4,5.

ii) The geometric genus of A{%™ and A is 1.
1,3 1,7
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The proof can be found as part of the proof of [GrH3, Theorem 3.1].

At this point we should like to remark that all known construction
methods fail when one wants to construct modular forms of small weight
with respect to the groups Fft or Fit. We therefore pose the

Problem. Construct modular forms of small weight with respect
to the groups Fit and I’j{’t.

IV. Projective models

In this section we describe some cases in which a Siegel modular
variety is or is closely related to an interesting projective variety. Many
of the results are very old.

IV.1. The Segre cubic

Segre’s cubic primal, or the Segre cubic, is the subvariety S; of P°
given by the equations

5 5
Ya=Yat o
i=0 i=0
in homogeneous coordinates (zg : ... : x5) on P°. Since it lies in the hy-

perplane (Z T; = O) C IP® it may be thought of as a cubic hypersurface
in P4, but the equations as given here have the advantage of showing
that there is an action of the symmetric group Sym(6) on Ss.

These are the equations of S3 as they are most often given in the
literature but there is another equally elegant formulation: S3 is given
by the equations

Jl(xi) = 0'3(561') =0

where o (x;) is the kth elementary symmetric polynomial in the z;,
e = 3 [
#I=kicl

To check that these equations do indeed define S it is enough to notice

that
3o3(zi) = (Z xi)?, -3 (Z a:z) (Z :nf) - Z:cf

Lemma IV.1.1. 83 is invariant under the action of Sym(6) and
has ten nodes, at the points equivalent to (1:1:1:—1:—1:—1) under
the Sym(6)-action. This is the mazimum possible for a cubic hyper-
surface in P*, and any cubic hypersurface with ten nodes is projectively
equivalent to Ss.
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Many other beautiful properties of the Segre cubic and related va-
rieties were discovered in the nineteenth century.

The dual variety of the Segre cubic is a quartic hypersurface T, C P4,
the Igusa quartic. If we take homogeneous coordinates (yo : ... : ys5) on
P° then it was shown by Baker ([Bal]) that Z, is given by

5
Zyi:a2+b2+c2—2(ab—|—bc+ca) =0
i=0

where

a=(y1—Ys)(ya—y2), b= (y2—y3)(ys —vo) and c = (yo —ya)(y3 —v1).

This can also be written in terms of symmetric functions in suitable
variables as

o1(x;) = doy(x;) — oo(z;)? = 0.

This quartic is singular along (g) =15 lines 4;;, 0 <+ < 7 <5, and
£ij N Ly = 0 if and only if {i,7} N {m,n} # 0. There are 1(3) = 10
smooth quadric surfaces Q;;x in Z4, such that, for instance, o1, £12 and
620 lie in one ruling of Q012 = Q345 and 534, 645 and 653 lie in the other
ruling. The birational map Z4 --+ S3 given by the duality blows up the
15 lines ¢;;, which resolves the singularities of 7, and blows down the
proper transform of each Q;jr (still a smooth quadric) to give the ten
nodes of S3.

5
It has long been known that if H C P* = ('} y;) is a hyperplane
i=0

which is tangent to Z; then H N7, is a Kummer quartic surface. This
fact provides a connection with abelian surfaces and their moduli. The
Igusa quartic can be seen as a moduli space of Kummer surfaces. In this
case, because the polarization is principal, two abelian surfaces giving
the same Kummer surface are isomorphic and the (coarse) moduli space
of abelian surfaces is the same as the moduli space of Kummer surfaces.
This will fail in the non-principally polarized case, in IV.3, below.

Theorem IV.1.2. S&;3 s birationally equivalent to a compactifica-
tion of the moduli space A2(2) of principally polarized abelian surfaces
with a level-2 structure.

The Segre cubic is rational. An explicit birational map P3 --» S3
was given by Baker ([Bal]) and is presented in more modern language
in [Hun].

Corollary IV.1.3. A%(2) is rational.
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A much more precise description of the relation between S3 and
A5 (2) is given by this theorem of Igusa.

Theorem IV.1.4 ([I2]). The Igusa compactification A%5(2) of the
moduli space of principally polarized abelian surfaces with a level-2 struc-
ture is isomorphic to the the blow-up S3 of Ss in the ten nodes. The Sa-
take compactification Ay(2) is isomorphic to Iy, which is obtained from
Ss by contracting 15 rational surfaces to lines.

Proof. The Satake compactification is Proj M (I'2(2)), where
M(T) is the ring of modular forms for the group I The ten even
theta characteristics determine ten theta constants O, (7), ..., 0my(7)
of weight 7 for I's(2), and 63, (7) is a modular form of weight 2 for
['5(2). These modular forms determine a map f : A3(2) — P whose
image actually lies in a certain P* C PY. The integral closure of the
subring of M (T'2(2)) generated by the 63, is the whole of M (T'3(2))
and there is a quartic relation among the 67, (as well as five linear
relations defining P* C P%) which, with a suitable choice of basis, is
the quartic a® + b% + ¢ — 2(ab + bc + ca) = 0. Furthermore, f is an
embedding and the closure of its image is normal, so it is the Satake
compactification. Q.E.D.

The Igusa compactification is, in this context, the blow-up of the
Satake compactification along the boundary, which here consists of the
fifteen lines ¢;;. The birational map Z, --+ &3 does this blow-up and
also blows down the ten quadrics Q;;i to the ten nodes of Ss.

For full details of the proof see [I2]; for a more extended sketch
than we have given here and some further facts, see [Hun]. We mention
that the surfaces Q;jx, considered as surfaces in A3(2), correspond to
principally polarized abelian surfaces which are products of two elliptic
curves.

Without going into details, we mention also that Z, may be thought
of as the natural compactification of the moduli of ordered 6-tuples of
distinct points on a conic in P2. Such a 6-tuple determines 6 lines in
P2 which are all tangent to some conic, and the Kummer surface is
the double cover of P2 branched along the six lines. The order gives
the level-2 structure (note that I's/I'5(2) = Sp(4,Z3) = Sym(6).) The
abelian surface is the Jacobian of the double cover of the conic branched
at the six points. On the other hand, S3 may be thought of as the
natural compactification of the moduli of ordered 6-tuples of points on
a line: for this, see [DO].

The topology of the Segre cubic and related spaces has been studied
by van der Geer ([vdG1]) and by Lee and Weintraub ([LW1], [LW2]).
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The method in [LW1] is to show that the isomorphism between the open
parts of S3 and A3(2) is defined over a suitable number field and use the
Weil conjectures.

Theorem IV.1.5 ([LW1] and [vdG1]). The homology of the Igusa
compactification of A3(2) is torsion-free. The Hodge numbers are h®0 =
h33 =1, hb! = h?2 = 16 and hP9 = 0 otherwise.

By using the covering A3(4) — A3(2), Lee and Weintraub [LW3]
also prove a similar result for A42(4).

IV.2. The Burkhardt quartic

The Burkhardt quartic is the subvariety B4 of P* given by the equa-
tion
Yo — yo(yi +v5 + 3 + ¥3) + 3y1y2y3ya = 0.

This form of degree 4 was found by Burkhardt ([Bu]) in 1888. It is the
invariant of smallest degree of a certain action of the finite simple group
PSp(4,Z3) of order 25920 on P4, which arises in the study of the 27
lines on a cubic surface. In fact this group is a subgroup of index 2 in
the Weyl group W (Fs) of Eg, which is the automorphism group of the
configuration of the 27 lines. The 27 lines themselves can be recovered
by solving an equation whose Galois group is W (Eg) or, after adjoining
a square root of the discriminant, PSp(4,Zs).

Lemma IV.2.1. B; has forty-five nodes. Fifteen of them are
equivalent to (1: —1:0:0:0 : 0) under the action of Sym(6) and the
other thirty are equivalent to (1:1: & : &5 : €2 : £2), where &3 = €2™/3,
This is the greatest number of nodes that a quartic hypersurface in P*
can have and any quartic hypersurface in P* with 45 nodes is projectively
equivalent to By.

This lemma is an assemblage of results of Baker ([Ba2|) and de Jong,
Shepherd-Barron and Van de Ven ([JSV]): the bound on the number of
double points is the Varchenko (or spectral) bound [Va|, which in this
case is sharp.

We denote by ,5(7), a, 8 € Zs, the theta constants

Oap(T) =6 I: 2 g ] (1,0) = Z exp{mi‘nrn + 2mi(an; + Bna)}

nez?

where 7 € Hy. Here we identify a € Z3s with «/3 € Q. The action of
I'2(1) = Sp(4,Z) on Hy induces a linear action on the space spanned
by these 8,3, and I'2(3) acts trivially on the corresponding projective
space. Since —1 € T'3(1) acts trivially on Hy, this gives an action of
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PSp(4,7)/T2(3) = PSp(4,Zs3) on P8. The subspace spanned by the
Yop = 5(0ap + 0_q,_p) is invariant. Burkhardt studied the ring of
invariants of this action. We put yo = —y0, ¥1 = 2¥10, Y2 = 2¥01,
y3 = 2y11 and y4 = 2y; 1.

Theorem IV.2.2 ([Bu] and [vdG2]|). The quartic form yi —
Yo(¥s + vs + y3 + v3) + 3y1Y2ysys s an invariant, of lowest degree, for
this action. The map

T (Yo:¥Y1:Y2:Y3:Ya)

defines a map Hy/I'2(3) — By which extends to a birational map
A3(3) --+ By.

This much is fairly easy to prove, but far more is true: van der Geer,
in [vdG2], gives a short modern proof as well as providing more detail.
The projective geometry of B, is better understood by embedding it in
P5, as we did for S3. Baker [Ba2] gives explicit linear functions zo, . . ., 5
of Yo, ...,ys such that B, C P® is given by

0'1(.’131') = 0-4(3:1') = 0.

The details are reproduced in [Hun].

Theorem IV.2.3 ([To] and [Ba2]). By is rational: consequently
A3(3) is rational.

This was first proved by Todd ([To]); later Baker ([Ba2]) gave an
explicit birational map from P3 to By.

To prove Theorem IV.2.2 we need to say how to recover a princi-
pally polarized abelian surface and a level-3 structure from a general
point of B4. The linear system on a principally polarized abelian surface
given by three times the polarization is very ample, so the theta func-
tions 0,5(7, z) determine an embedding of A, = C?/Z? + Z37 (7 € Hy)
into P8. Moreover the extended Heisenberg group G3 acts on the linear
space spanned by the 6,3. The Heisenberg group of level 3 is a central
extension

0—s pz— H3—7Z35—0

and G3 is an extension of this by an involution ¢. The involution acts
by z — —z and Z2 acts by translation by 3-torsion points. The space
spanned by the y,g is invariant under the normalizer of the Heisenberg
group in PGL(4,C), which is isomorphic to PSp(4,Z3), so we get an
action of this group on P* and on B4 C P,

For a general point p € B the hyperplane in P* tangent to By
at p meets B, in a quartic surface with six nodes, of a type known as a
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Weddle surface. Such a surface is birational to a unique Kummer surface
(Hudson ([Hud]) and Jessop ([Je]) both give constructions) and this is
the Kummer surface of A, .

It is not straightforward to see the level-3 structure in this picture.
One method is to start with a principally polarized abelian surface (A, ©)
and embed it in P® by |3©|. Then there is a projection P® — P3 under
which the image of A is the Weddle surface, so one identifies this P?3
with the tangent hyperplane to Bs. The Heisenberg group acts on P®
and on H° (IP’s, Ops (2)), which has dimension 45. In P8, A is cut out
by nine quadrics in P®. The span of these nine quadrics is determined
by five coefficients ay, ..., a4 which satisfy a homogeneous Heisenberg-
invariant relation of degree 4. As the Heisenberg group acting on P* has
only one such relation this relation must again be the one that defines B;.
Thus the linear space spanned by nine quadrics, and hence A with its
polarization and Heisenberg action, are determined by a point of Bj.
The fact that the two degree 4 relations coincide is equivalent to saying
that B4 has an unusual projective property, namely it is self-Steinerian.

It is quite complicated to say what the level-3 structure means for
the Kummer surface. It is not enough to look at the Weddle surface:
one also has to consider the image of A in another projection P® — P*,
which is again a birational model of the Kummer surface, this time as a
complete intersection of type (2, 3) with ten nodes. More details can be
found in [Hun].

The details of this proof were carried out by Coble ([Cob]), who also
proved much more about the geometry of B4 and the embedded surface
A, C P8. The next theorem is a consequence of Coble’s results.

Theorem IV.2.4 ([Cob]). Let 7 : By — By be the blow-up of By
in the 45 nodes. Then By = A%(3); the exceptional surfaces in By corre-
spond to the Humbert surfaces that parametrize product abelian surfaces.
The Satake compactification is obtained by contracting the preimages of
40 planes in By, each of which contains 9 of the nodes.

One should compare the birational map A%(3) --+ B, with the bi-
rational map Z; --+ S3 of the previous section.

By computing the zeta function of B, over F, for ¢ = 1 (mod 3),
Hoffman and Weintraub ([HoW]) calculated the cohomology of A%(3).

Theorem IV.2.5 ([HoW]). H'(A3(3),Z) is free: the odd Betti
numbers are zero and by = by = 61.

In fact [HoW] gives much more detail, describing the mixed Hodge
structures, the intersection cohomology of the Satake compactifica-
tion, the PSp(4, Z3)-module structure of the cohomology and some of
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the cohomology of the group I';(3). The cohomology of I'3(3) was
also partly computed, by another method, by MacPherson and Mc-
Connell ([McMc]), but neither result contains the other.

IV.3. The Nieto quintic

The Nieto quintic Ny is the subvariety of P° given in homogeneous
coordinates xg, ..., T5 by

g1 (.’Bz) = 0'5(1131;) = 0.

This is conveniently written as > z; = > x% = 0. As in the cases of S3
and By, this form of the equation displays the action of Sym(6) and is
preferable for most purposes to a single quintic equation in P4. Unlike
S3 and By, which were extensively studied in the nineteenth century, N
and its relation to abelian surfaces was first studied only in the 1989
Ph.D. thesis of Nieto ([Ni]) and the paper of Barth and Nieto ([BN]).

We begin with a result of van Straten ([vS]).
Theorem IV.3.1 ([vS]). N; has ten nodes but (unlike Ss and By)

it also has some non-isolated singularities. However the quintic hyper-
surface in P* given as a subvariety of P° by

Jl(xi) = 0'5(513i) + Uz(dfi)dg(xi) =0.
has 130 nodes and no other singularities.

This threefold and the Nieto quintic are both special elements of the
pencil
o1(z;) = aos(z;) + Boa(zi)os(z:) =0

and the general element of this pencil has 100 nodes. Van der
Geer ([vdG2|) has analysed in a similar way the pencil

o1(x;) = aoy(z;) + Poa(z)* =0

which contains By (45 nodes) and Z, (15 singular lines) among the special
fibres, the general fibre having 30 nodes. :

No example of a quintic 3-fold with more than 130 nodes is known,
though the Varchenko bound in this case is 135.

Ns, like S5 and By, is related to abelian surfaces via Kummer sur-
faces. The Heisenberg group Hj 2, which is a central extension

O——>'[1,2—>H2’2—>Z3—>0

acts on IP3 via the Schrédinger representation on C2. This is fundamental
for the relation between A5 and Kummer surfaces.
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Theorem IV.3.2 ([BN]). The space of Hy 3-invariant quartic sur-
faces in P3 is 5-dimensional. The subvariety of this P® which consists
of those Hj y-invariant quartic surfaces that contain a line is three-
dimensional and its closure is projectively equivalent to N5. There is a
double cover N5 — N such that N is birationally equivalent to A7 3(2).

Proof. A general Hj 5-invariant quartic surface X containing a line
¢ will contain 16 skew lines (namely the Hz 2-orbit of £). By a theorem
of Nikulin ([N1]) this means that X is the minimal desingularization of
the Kummer surface of some abelian surface A. The Hj s-action on X
gives rise to a level-2 structure on A, but the natural polarization on A
is of type (1,3). There is a second Hz 2-orbit of lines on X and they
give rise to a second realization of X as the desingularized Kummer
surface of another (in general non-isomorphic) abelian surface A, which
is in fact the dual of A. The moduli points of A and A (with their
respective polarizations, but without level structures) in A, 3 are related
by V3(A) = A, where V3 is the Gritsenko involution described in I11.3,
above.

Conversely, given a general abelian surface A with a (1,3)-
polarization and a level-2 structure, let Km A be the desingularized
Kummer surface and £ a symmetric line bundle on A in the polarization
class. Then the linear system |£®?|~ of anti-invariant sections embeds
Km A as an Hj o-invariant quartic surface and the exceptional curves

become lines in this embedding. This gives the connection between N5
and A; 3(2). Q.E.D.

The double cover Ny — N5 is the inverse image of N5 under the
double cover of P° branched along the coordinate hyperplanes.

N5 is not very singular and therefore resembles a smooth quintic
threefold in some respects. Barth and Nieto prove much more.

Theorem IV.3.3 ([BN]). Both N5 and N5 are birationally equiv-
alent to (different) Calabi-Yau threefolds. In particular, the Kodaira
dimension of Aj 3(2) is zero.

The fundamental group of a smooth projective model of A7 3(2) is
isomorphic to Zs x Zy (see [S1] and 11.3 above). Hence, as R. Livné
has pointed out, there are four unramified covers of such a model which
are also Calabi-Yau threefolds. In all other cases where the Kodaira
dimension of a Siegel modular variety (of dimension > 1) is known, the
variety is either of general type or uniruled.

It is a consequence of the above theorem that the modular group
I'1,3(2) which defines the moduli space A; 3(2) has a unique weight-3
cusp form (up to a scalar). This cusp form was determined in [GrH4].
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Recall that there is a weight-3 cusp form A; for the group I'; 3 with
a character of order 6. The form A, has several interesting properties,
in particular it admits an infinite product expansion and determines

a generalized Lorentzian Kac-Moody superalgebra of Borcherds type
(see [GrN]).

Theorem IV.3.4 ([GrH4|). The modular form A, is the unique
weight-3 cusp form of the group I'1 3(2).

Using this, it is possible to give an explicit construction of a Calabi-
Yau model of A; 3(2) which does not use the projective geometry of [BN].

Nieto and the authors of the present survey have investigated the
relation between N5 and Aj 3(2) in more detail. N5 contains 30 planes
which fall naturally into two sets of 15, the so-called S- and V-planes.

Theorem IV.3.5 ([HNS1]). The rational map Af3(2) --+ Ns
(which is generically 2-to-1) contracts the locus of product surfaces to
the 10 nodes. The locus of bielliptic surfaces is mapped to the V-planes
and the boundary of A7 3(2) is mapped to the S-planes. Thus by first

blowing up the singular points and then contracting the surfaces in N
that live over the S-planes to curves one obtains the Satake compactifi-
cation.

In [HNS2] we gave a description of some of the degenerations that
occur over the S-planes.

One of the open problems here is to give a projective description of
the branch locus of this map. The projective geometry associated with
the Nieto quintic is much less worked out than in the classical cases of
the Segre cubic and the Burkhardt quartic.

Theorem IV.3.6 ([HSGS]). The varieties N5 and Ns have rigid
Calabi- Yau models. Both Calabi- Yaus are modular: more precisely, their
L-function is equal (up to the Euler factors at bad primes) to the Mellin
transform of the normalised weight 4 cusp form of level 6.

V. Non-principal polarizations

We have encountered non-principal polarizations and some of the
properties of the associated moduli spaces already. For abelian surfaces,
a few of these moduli spaces have good descriptions in terms of projective
geometry, and we will describe some of these results for abelian surfaces
below. We begin with the most famous case, historically the starting
point for much of the recent work on the whole subject.
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V.1. Type (1,5) and the Horrocks-Mumford bundle

In this section we shall briefly describe the relation between the
Horrocks-Mumford bundle and abelian surfaces. Since this material has
been covered extensively in another survey article (see [H1] and the
references quoted there) we shall be very brief here.

The existence of the Horrocks-Mumford bundle is closely related
to abelian surfaces embedded in P*. Indeed, let A C P* be a smooth
abelian surface. Since wa = O 4 it follows that the determinant of the
normal bundle of A in P* is det Ng/ps = Oa(5) = Ops(5)|4, ie. it
can be extended to P%. It then follows from the Serre construction (see
e.g. [OSS, Theorem 5.1.1]) that the normal bundle N4 ps itself can
be extended to a rank 2 bundle on P%. On the other hand the double
point formula shows immediately that a smooth abelian surface in P4
can only have degree 10, so the hyperplane section is a polarization of
type (1,5). Using Reider’s criterion (see e.g. [LB, chapter 10, §4]) one
can nowadays check immediately that a polarization of type (1,n),n > 5
on an abelian surface with Picard number p(A) = 1 is very ample. The
history of this subject is, however, quite intricate. Comessatti proved
in 1916 that certain abelian surfaces could be embedded in P*. He con-
sidered a 2-dimensional family of abelian surfaces, namely those which
have real multiplication in Q(v/5). His main tool was theta functions.
His paper ([Com]) was later forgotten outside the Italian school of al-
gebraic geometers. A modern account of Comessatti’s results using,
however, a different language and modern methods was later given by
Lange ([L]) in 1986. Before that Ramanan (|R]) had proved a criterion
for a (1,n)-polarization to be very ample. This criterion applies to all
(1,n)-polarized abelian surfaces (A, H) which are cyclic n-fold covers of
a Jacobian. In particular this also gives the existence of abelian sur-
faces in P%. The remaining cases not covered by Ramanan’s paper were
treated in [HL).

With the exception of Comessatti’s essentially forgotten paper, none
of this was available when Horrocks and Mumford investigated the ex-
istence of indecomposable rank 2 bundles on P*. Although they also
convinced themselves of the existence of smooth abelian surfaces in P*
they then presented a construction of their bundle F' in [HM] in cohomo-
logical terms, i.e. they constructed F' by means of a monad. A monad
is a complex

M) ALB-LC
where A, B and C are vector bundles, p is injective as a map of vector
bundles, g is surjective and q o p = 0. The cohomology of (M) is

F =XKerq/Imp
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which is clearly a vector bundle. The Horrocks-Mumford bundle can be
given by a monad of the form

2
V®01p4(2) 2, 2/\ Tpa KNS /6 ®Op4(3)

where V = C® and P* = P(V). The difficulty is to write down the maps
p and q. The crucial ingredient here is the maps

fr V—>/\2V3' T vies) = Y vieipo Aeigs
7 s V=AY, fT(Cvie) = Yvieiri Aeiga

where (e;);cz, is the standard basis of V = C® and indices have to be
read cyclically. The second ingredient is the Koszul complex on P*%,
especially its middle part

NS

A’V ® Opa(1) A’V ® Opa(2)
N’ Tpa(—1)

where s : Ops(—1) — V ®Opa is the tautological bundle map. The maps
p and q are then given by

+ -—
p:Veop2) YL oA veom@) Y 2 AT
Ctp— t et
q:2 N2 Tps 200 oAV 00p3) T vrgom@3).

Once one has come up with these maps it is not difficult to check that
p and ¢ define a monad. Clearly the cohomology F' of this monad is a
rank 2 bundle and it is straightforward to calculate its Chern classes to
be

¢(F) =1+ 5h + 10h?

where h denotes the hyperplane section. Since this polynomial is irre-
ducible over the integers it follows that F' is indecomposable.

One of the remarkable features of the bundle F' is its symmetry
group. The Heisenberg group of level n is the subgroup H, of SL(n,C)
generated by the automorphisms

o: erre_1, T e e (6= 627”/”).

Since [0, 7] = € - idy the group H,, is a central extension

0— u, » H, = 2y, X Zy, — 0.
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Let N5 be the normalizer of the Heisenberg group Hs in SL(5,C). Then
Ns/Hs = SL(2,Zs) and Nj is in fact a semi-direct product

N5 = H5 A SL(Z,Z5)

Its order is |Ns| = |Hs|-| SL(2,Zs)| = 125-120 = 15,000. One can show
that N5 acts on the bundle F' and that it is indeed its full symmetry
group ([Del).

The Horrocks-Mumford bundle is stable. This follows since F'(—1) =
F ® Opa(—1) has ¢;(F(—1)) = 3 and h°(F(~1)) = 0. Indeed F is the
unique stable rank 2 bundle with ¢; = 5 and ¢; = 10 (|[DS]). The
connection with abelian surfaces is given via sections of F'. Since F(—1)

has no sections every section 0 # s € H°(F') vanishes on a surface whose
degree is co(F) = 10.

Proposition V.1.1. For a general section s € H°(F) the zero-set
Xs = {s = 0} is a smooth abelian surface of degree 10.

Proof. [HM, Theorem 5.1]. The crucial point is to prove that X is
smooth. The vector bundle F' is globally generated outside 25 lines L;;
in P4. Tt therefore follows from Bertini that X, is smooth outside these
lines. A calculation in local coordinates then shows that for general s the
surface X is also smooth where it meets the lines L;;. It is then an easy
consequence of surface classification to show that X is abelian. Q.E.D.

In order to establish the connection with moduli spaces it is useful
to study the space of sections H°(F) as an Nz-module. One can show
that this space is 4-dimensional and that the Heisenberg group Hjy acts
trivially on H°(F). Hence H°(F) is an SL(2,Zs)-module. It turns
out that the action of SL(2,Zs) on H°(F) factors through an action of
PSL(2,Zs5) = As and that as an As-module H°(F) is irreducible. Let
U C P? = P(H°(F)) be the open set parametrising smooth Horrocks-
Mumford surfaces X,;. Then X is an abelian surface which is fixed under
the Heisenberg group Hs. The action of Hs on X, defines a canonical
level-5 structure on X5. Let lf‘g be the moduli space of triples (A, H, &)
where (A, H) is a (1, 5)-polarized abelian surface and « a canonical level
structure and denote by ¢ f‘g the open part where the polarization H is
very ample. Then the above discussion leads to

Theorem V.1.2 ([HM]). The map which associates to a section
s the Horrocks-Mumford surface Xs = {s = 0} induces an isomorphism
of U with ATy. Under this isomorphism the action of PSL(2,Zs) = As
on U is identified with the action of PSL(2,Zs) on AT which permutes
the canonical level structures on a (1,5)-polarized abelian surface. In
particular .Alf‘é 15 a rational variety.



The Geometry of Siegel Modular Varieties 141

Proof. [HM, Theorem 5.2]. Q.E.D.

The inverse morphism
p: Ay - U C B(H(F)) = P°
can be extended to a morphism
1 (Afs)" — P(H'(F))
where (AF%)* denotes the Igusa (=Voronoi) compactification of AYY.

This extension can also be understood in terms of degenerations of
abelian surfaces. Details can be found in [HKWZ2].

V.2. Type (1,7)

The case of type (1,7) was studied by Manolache and Schreyer
([MS]) in 1993. We are grateful to them for making some private notes
and a draft version of [MS] available to us and answering our questions.

Some of their results have also been found by Gross and Popescu ([GP1]
and [GP3]) and by Ranestad: see also [S-BT].

Theorem V.2.1 ([MS]). AFY, is rational, because it is birationally
equivalent to a Fano variety of type V.

Proof. We can give only a sketch of the proof here. For a general
abelian surface A with a polarization of type (1,7) the polarization is
very ample and embeds A in P°. In the presence of a canonical level
structure the P® may be thought of as P(V') where V is the Schrédinger
representation of the Heisenberg group H;. We also introduce, for
Jj € Z, the representation V;, which is the Schrodinger representa-
tion composed with the automorphism of H7 given by e2™/7 — ¢573/7,
These can also be thought of as representations of the extended Heisen-
berg group G7, the extension of H;7 by an extra involution coming from
—1 on A. The representation S of Gy is the character given by this
involution (so S is trivial on Hz).

It is easy to see that A C P% is not contained in any quadric, that
is H°(Z4(2)) = 0, and from this it follows that there is an H7-invariant
resolution

0 Ta — 3Vy ® O(=3) — TVi ® O(—4) « 6Vs @ O(—5)
—2VR0(—6) ® O(—7) «— 20(-T7) « 0.

By using this and the Koszul complex one obtains a symmetric resolution

0 04— 023V, 0 0(-3)225 @ 0323V, © 0(—4)L0(~7) — 0.
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This resolution is Gr-invariant. Because of the G7-symmetry, o can
be described by a 3 x 2 matrix X whose entries lie in a certain 4-
dimensional space U, which is a module for SL(2,Z;). The symmetry
of the resolution above amounts to saying that o' is given by the matrix

;L 0 1
X' = -1 0
2 x 2 minors of X cut out a twisted cubic curve C4 in P(UY) and because
of the conditions on « the ideal I4 of this cubic is annihilated by the
differential operators

) tX, and the complex tells us that aa’ = 0. The three

82 82
Ay = - % 27
8UO8U1 6’(1,2

02 02

Ay = ~1

2 8’LL08U2 2 611,% ’

2 2

Aq d ;.

- OugOus B 5811,%

where the u; are coordinates on U.

This enables one to recover the abelian surface A from Cy4. If we
write R = Clug,u1,u2,us] then we have a complex (the Hilbert-Burch
complex)

0— R/I4 «— R «— R(—2)633<—X—];Z(—f_’>)EBz — 0.

It is exact, because otherwise one can easily calculate the syzygies of 4
and see that they cannot be the syzygies of any ideal annihilated by the
three A;. So I4 determines o (up to conjugation) and the symmetric
resolution of @4 can be reconstructed from c.

Let H; be the component of the Hilbert scheme parametrising
twisted cubic curves. For a general net of quadrics § C P(UV) the
subspace H(6) C H; consisting of those cubics annihilated by 6 is, by a
result of Mukai ([Muk]), a smooth rational Fano 3-fold of genus 12,
of the type known as Va2. To check that this is so in a particular
case it is enough to show that H(6) is smooth. We must do so for
8 = A = Span(Aj, A2A3z). Manolache and Schreyer show that H(A) is
isomorphic to the space VSP ()_( (7), 6) of polar hexagons to the Klein
quartic curve (the modular curve X (7)):

VSP (X(7),6)={{l1,...,l} C Hilb®(P?) | Y "I} = ¥z, +afzo+adzo}.



The Geometry of Siegel Modular Varieties 143

(To be precise we first consider all 6-tuples ({1,...,ls) where the [; are
pairwise different with the above property and then take the Zariski-
closure in the Hilbert scheme.) It is known that VSP (X (7), 6) is smooth,
so we are done. Q.E.D.

Manolache and Schreyer also give an explicit rational parametriza-
tion of VSP (X (7), 6) by writing down equations for the abelian surfaces.
They make the interesting observation that this rational parametrization
is actually defined over the rational numbers.

V.3. Type (1,11)
The spaces .Alf"gi for small d are studied by Gross and Popescu,
(|[GP1], [GP2], [GP3] and [GP4]). In particular, in [GP2], they obtain a

lev

description of AFY;.

Theorem V.3.1 ([GP2]). There is a rational map ©1y : AT, --»
Gr(2,6) which is birational onto its image. The closure of Im©1; is a
smooth linear section of Gr(2,6) in the Plicker embedding and is bira-

lev

tional to the Klein cubic in P*. In particular AT is unirational but not
rational.

The Klein cubic is the cubic hypersurface in P* with the equation

4
§ 2
T;Ti41 — 0
1=0

with homogeneous coordinates x;, ¢ € Zs. It is smooth, and all smooth
cubic hypersurfaces are unirational but not rational [CG| and [IM].
The rational map ©;; arises in the following way. For a general
abelian surface A in AYY,, the polarization (which is very ample) and the
level structure determine an H;;-invariant embedding of A into P1°. The
action of —1 on A lifts to P'° = P(H°(L)) and the (—1)-eigenspace of this
action on H°(L) (where £ is a symmetric bundle in the polarizing class)
determines a P4, called P~ C P!°. We choose coordinates zg, ..., Z1g on
P! with indices in Zi; such that z1,...,zs are coordinates on P~, so
that on P~ we have o = 0, z; = —x_;. The matrix 7T is defined to be

the restriction of R to P, where
Rij = x4 4, 0<1,7<5.

(This is part of a larger matrix which describes the action on
H°(Opw0(2)) of Hy;.) The matrix T is skew-symmetric and non-
degenerate at a general point of P~. However, it turns out that for
a general A € ATY, the rank of T' at a general point x € ANP~ is 4.
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For a fixed A, the kernel of T is independent of the choice of x (except
where the dimension of the kernel jumps), and this kernel is the point
@11(A) & GI‘(Z, 6)

From the explicit matrix R, finally, Gross and Popescu obtain the
description of the closure of Im ©1; as being the intersection of Gr(2, 6)
with five hyperplanes in Pliicker coordinates. The equation of the Klein
cubic emerges directly (as a 6 x 6 Pfaffian), but it is a theorem of
Adler ([AR]) that the Klein cubic is the only degree 3 invariant of
PSL(2,Z;) in P4,

V.4. Other type (1,t) cases

The results of Gross and Popescu for ¢ = 11 described above are
part of their more general results about lf"g and A ; for t > 5. In the
series of papers [GP1]-[GP4] they prove the following (already stated
above as Theorem III.1.5).

Theorem V.4.1 ([GP1], [GP2|, [GP3] and [GP4]). A¥Y is ratio-
nal for 6 < t < 10 and t = 12 and unirational, but not rational, for
t = 11. Moreover the variety A, is unirational for t = 14,16,18 and
20.

The cases have a different flavour depending on whether ¢ is even
or odd. For odd t = 2d + 1 the situation is essentially as described for
t = 11 above: there is a rational map ©2441 : AT} --» Gr(d — 3,d + 1),
which can be described in terms of matrices or by saying that A maps
to the Hy-subrepresentation H°(Z4(2)) of H°(04(2)). In other words,
one embeds A in P! and selects the H;-space of quadrics vanishing
along A.

Theorem V.4.2 ([GP1]). Ift =2d+ 1 > 11 is odd then the ho-
mogeneous ideal of a general H;-invariant abelian surface in P!=1 is
generated by quadrics; consequently ©o411 s birational onto its image.

For t = 7 and t = 9 this is not true: however, a detailed analysis is
still possible and is carried out in [GP3] for t = 7 and in [GP2] for t = 9.
For t > 13 it is a good description of the image of O, that is lacking.
Even for t = 13 the moduli space is not unirational and for large ¢ it is
of general type (at least for ¢ prime or a prime square).

For even t = 2d the surface A C P*~! meets P~ = P92 in four
distinct points (this is true even for many degenerate abelian surfaces).
Because of the H;-invariance these points form a Zsy X Zs-orbit and there
is therefore a rational map ©qq4 : AYY --+ P~ /(Zy x Z3).
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Theorem V.4.3 ([GP1]). Ift =2d > 10 is even then the homoge-
neous ideal of a general H,-invariant abelian surface in P*~1 is generated
by quadrics (certain Pfaffians) and ©y4 is birational onto its image.

To deduce Theorem V.4.1 from Theorem V.4.2 and Theorem V.4.3
a careful analysis of each case is necessary: for ¢ = 6,8 it is again the
case that A is not cut out by quadrics in P!~!. In those cases when
rationality or unirationality can be proved, the point is often that there
are pencils of abelian surfaces in suitable Calabi-Yau 3-folds and these
give rise to rational curves in the moduli spaces. Gross and Popescu use
these methods in [GP2] (¢t = 9,11), [GP3] (t = 6,7,8 and 10), and [GP4]
(t = 12) to obtain detailed information about the moduli spaces ATY.
In [GP4] they also consider the spaces A; ; for t = 14,16, 18 and 20.

VI. Degenerations

The procedure of toroidal compactification described in [AMRT] in-
volves making many choices. Occasionally there is an obvious choice. For
moduli of abelian surfaces this is usually the case, or nearly so, since one
has the Igusa compactification (which is the blow-up of the Satake com-
pactification along the boundary) and all known cone decompositions
essentially agree with this one. But generally toroidal compactifications
are not so simple. One has to make further modifications in order to
obtain acceptably mild singularities at the boundary. Ideally one would
like to do this in a way which is meaningful for moduli, so as to obtain
a space which represents a functor described in terms of abelian vari-
eties and well-understood degenerations. The model, of course, is the
Deligne-Mumford compactification of the moduli space of curves.

VI.1. Local degenerations

The first systematic approach to the local problem of constructing
degenerations of polarized abelian varieties is Mumford’s paper [Mu2]
(conveniently reprinted as an appendix to [FC]). Mumford specifies de-
generation data which determine a family G of semi-abelian varieties
over the spectrum S of a complete normal ring R. Faltings and Chai
([FC]) generalized this and also showed how to recover the degeneration

- data from such a family. This semi-abelian family can then be compact-
ified: in fact, Mumford’s construction actually produced the compacti-
fication first and the semi-abelian family as a subscheme. However, al-
though G is uniquely determined, the compactification is non-canonical.
We may as well assume that R is a DVR and that G, the generic fibre, is
an abelian scheme: the compactification then amounts to compactifying
the central fibre G in some way.
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Namikawa (see for instance [Nam3] for a concise account) and Naka-
mura ([Nak1]) used toroidal methods to construct natural compactifica-
tions in the complex-analytic category, together with proper degenerat-
ing families of so-called stable quasi-abelian varieties. Various difficul-
ties, including non-reduced fibres, remained, but more recently Alexeev
and Nakamura ([Alel] and [AN]) have produced a more satisfactory and
simpler theory. We describe their results below, beginning with their
simplified version of the constructions of Mumford and of Faltings and
Chai. See [FC], [Mu2], or [AN] itself for more.

R is a complete DVR with maximal ideal I, residue field £k = R/I
and field of fractions K. We take a split torus G over S = Spec R with
character group X and let G(K) = (K*)9 be the group of K-valued
points of G. A set of periods is simply a subgroup Y € G(K) which is
isomorphic to Z9. One can define a polarization to be an injective map
¢ Y — X with suitable properties.

Theorem VI.1.1 ((Mu2] and [FC]). There is a quotient G = G/Y
which is a semi-abelian scheme over S : the generic fibre Gy, is an abelian
scheme over Spec K with a polarization (given by a line bundle L,, in-

duced by ).

Mumford’s proof also provides a projective degeneration, in fact a
wide choice of projective degenerations, each containing G as an open
subscheme.

Theorem VI.1.2 ([Mu2], [Ch], [FC] and [AN]). There is an in-
tegral scheme P, locally of finite type over S, containing G as an open
subscheme, with an ample line bundle £ and an action of Y on (P, L).
There is an S-scheme P = P/Y, projective over S, with P, = G, as
polarized varieties, and G can be identified with an open subscheme of P.

Many technical details have been omitted here. P has to satisfy
certain compatibility and completeness conditions: of these, the most
complicated is a completeness condition which is used in [FC]| to prove
that each component of the central fibre P, is proper over k. Alexeev
and Nakamura make a special choice of P which, among other merits,
enables them to dispense with this condition because the properness is
automatic.

Mumford proved this result in the case of maximal degeneration,
when Gy is a torus over k. That condition which was dropped in [FC]
and also in [AN] where G is allowed to have an abelian part. Then G
and Go are Raynaud extensions, that is, extensions of abelian schemes
by tori, over R and k respectively. The extra work entailed by this is
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carried out in [FC] but the results, though a little more complicated to
state, are essentially the same as in the case of maximal degeneration.

In practice one often starts with the generic fibre G,,. According to
the semistable reduction theorem there is always a semi-abelian family
G — S with generic fibre G,, and the aim is to construct a uniformiza-
tion G = G/Y. It was proved in [FC] that this is always possible.

The proof of VI.1.1, in the version given by Chai ([Ch]) involves im-
plicitly writing down theta functions on G(K) in order to check that the
generic fibre is the abelian scheme G,,. These theta functions can be writ-
ten (analogously with the complex-analytic case) as Fourier power series
convergent in the [-adic topology, by taking coordinates wy,...,w, on
G(K) and setting

0="> o.(0)uw’

zeX

with 0,(0) € K. In particular theta functions representing elements
of H°(Gy,L,) can be written this way and the coefficients obey the
transformation formula

Ozta(y)(0) = a(y)b(y, z)o(0)

for suitable functions a:Y — K*and b: Y x X — K*.

For simplicity we shall assume for the moment that the polarization
is principal: this allows us to identify Y with X via ¢ and also means
that there is only one theta function, ¥. The general case is only slightly
more complicated.

These power series have K-coefficients and converge in the I-
adic topology but their behaviour is entirely analogous to the familiar
complex-analytic theta functions. Thus there are cocycle conditions on
a and b and it turns out that b is a symmetric bilinear form on X x X
and a is an inhomogeneous quadratic form. Composing a and b with the
valuation yields functions A : X — Z, B : X x X — Z, and they are
related by

1
A(x) = 5B(w,x) + T—;

for some r € N. We fix a parameter s € R, so I = sR.

Theorem VI.1.3 ([AN]). The normalization of the scheme
Proj R[SA(‘”)UJ‘”H;::: € X] is a relatively complete model P for the maz-
imal degeneration of principally polarized abelian varieties associated

with G,.

Similar results hold in general. The definition of P has to be modi-
fied slightly if Go has an abelian part. If the polarization is non-principal
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it may be necessary to make a ramified base change first, since otherwise
there may not be a suitable extensionof A: Y — Zto A: X — Z. Even
for principal polarization it may be necessary to make a base change if
we want the central fibre Py to have no non-reduced components.
The proof of Theorem VI.1.3 depends on the observation that the
ring
R[s*@w®0; 2 € X]

is generated by monomials. Consequently P can be described in terms of
toric geometry. The quadratic form B defines a Delaunay decomposition
of X ® R = Xg. One of the many ways of describing this is to consider
the paraboloid in Req & Xg given by

1
xo = A(x) = §B($,£L‘) + %,

and the lattice M = Zeg & X. The convex hull of the points of the
paraboloid with x € X consists of countably many facets and the pro-
jections of these facets on Xg form the Delaunay decomposition. This
decomposition determines P. It is convenient to express this in terms
of the Voronoi decomposition Vorg of Xg which is dual to the Delaunay
decomposition in the sense that there is a 1-to-1 inclusion-reversing cor-
respondence between (closed) Delaunay and Voronoi cells. We introduce
the map dA : Xgr — Xy given by

dA(§)(@) = B(§,2) + =

Theorem VI.1.4 ([AN]). P is the torus embedding over R given
by the lattice N = M* C Rel @ X§ and the fan A consisting of {0} and
the cones on the polyhedral cells making up (1, —dA(VorB)).

Using this description, Alexeev and Nakamura check the required
properties of P and prove Theorem VI.1.3. They also obtain a precise de-
scription of the central fibres P, (which has no non-reduced components
if we have made a suitable base change) and P, (which is projective).
The polarized fibres (P, Lo) that arise are called stable quasi-abelian
varieties, as in [Nakl]. In the principally polarized case Py comes with a
Cartier divisor ©¢ and (FPp, ©g) is called a stable quasi-abelian pair. We
refer to [AN] for a precise intrinsic definition, which does not depend on
first knowing a degeneration that gives rise to the stable quasi-abelian
variety. For our purposes all that matters is that such a characterization
exists.
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VI.2. Global degenerations and compactification

Alexeev, in [Alel], uses the infinitesimal degenerations that we have
just been considering to tackle the problem of canonical global moduli.
For simplicity we shall describe results of [Alel]| only in the principally
polarized case.

We define a semi-abelic variety to be a normal variety P with an
action of a semi-abelian variety GG having only finitely many orbits, such
that the stabilizer of the generic point of P is a connected reduced sub-
group of the torus part of G. If G = A is actually an abelian variety
then Alexeev refers to P as an abelic variety: this is the same thing as a
torsor for the abelian variety A. If we relax the conditions by allowing P
to be semi-normal then P is called a stable semi-abelic variety or SSAV.

A stable semi-abelic pair (P,©) is a projective SSAV together with
an effective ample Cartier divisor © on P such that © does not con-
tain any G-orbit. The degree of the corresponding polarization is
g'h°(Op(©)), and P is said to be principally polarized if the degree
of the polarization is g! If P is an abelic variety then (P, ©) is called an
abelic pair.

Theorem VI1.2.1 ([Alel]). The categories A, of g-dimensional
principally polarized abelian varieties and AP, of principally polarized
abelic pairs are naturally equivalent. The corresponding coarse moduli
spaces A, and AP, exist as separated schemes and are naturally iso-
morphic to each other.

Because of this we may as well compactify AP, instead of A, if
that is easier. Alexeev carries out this program in [Alel]. In this way,
he obtains a proper algebraic space AP, which is a coarse moduli space
for stable semi-abelic pairs.

Theorem VI.2.2 ([Alel]). The main irreducible component of
AP, (the component that contains AP, = A,) is isomorphic to the
Voronoi compactification A; of Ag. Moreover, the Voronoi compactifi-
cation in this case is projective.

The first part of Theorem VI.2.2 results from a careful comparison
of the respective moduli stacks. The projectivity, however, is proved by
elementary toric methods which, in view of the results of [FC], work over
SpecZ.

In general AP, has other components, possibly of very large dimen-
sion. Alexeev has examined these components and the SSAVs that they
parametrize in [Ale2].

Namikawa, in [Naml], already showed how to attach a stable quasi-
abelian variety to a point of the Voronoi compactification. Namikawa’s
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families, however, have non-reduced fibres and require the presence of a
level structure: a minor technical alteration (a base change and normal-
ization) has to be made before the construction works satisfactorily. See
[AN] for this and also for an alternative construction using explicit local
families that were first written down by Chai ([Ch]). The use of abelic
rather than abelian varieties also seems to be essential in order to ob-
tain a good family: this is rather more apparent over a non-algebraically
closed field, when the difference between an abelian variety (which has
a point) and an abelic variety is considerable.

Nakamura, in [Nak?2]|, takes a different approach. He considers de-
generating families of abelian varieties with certain types of level struc-
ture. In his case the boundary points correspond to projectively stable
quasti-abelian schemes in the sense of GIT. His construction works over
Spec Z[(n,1/N] for a suitable N. At the time of writing it is not clear
whether Nakamura’s compactification also leads to the second Voronoi
compactification.
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Abstract.

We give an explicit description of an extremal nbd X D C ~ P*
of type k2A. We also give a criterion for X to be a flipping contraction
and an explicit description of the contraction and the flip.

§1. Introduction

In the three dimensional minimal model program, flips and divisorial
contractions are the fundamental birational maps. Among them, flips
are proved to exist [8]. This paper is concerned with the classification
of flips. We give a brief background.

Let f : X — Y be a projective birational morphism from a threefold
X with only terminal singularities to a normal threefold Y and Q € Y
such that C = f~1(Q) is a curve and —Kx is f-ample.

We note that, in the context of the minimal model program, we of-
ten assume that X is Q-factorial and put the condition p(X/Y) =1 on
the relative Picard number. In this paper, we do not assume these con-
ditions, because they are not preserved when we work on the associated
formal scheme.

For an arbitrarily small open set U > @, we call f~1(U) D C —
U > Q an extremal neighborhood (or, an extremal nbd, for short). It
is said to be flipping (resp. divisorial) if the exceptional set is a curve
(resp. a divisor). An extremal nbd is said to be irreductble if C is
irreducible.

In [5], the irreducible extremal nbds X D C — Y 3 @ are studied
as follows. A general member D of | — Kx| is proved to have only
Du Val singularities, and the irreducible extremal nbds are classified
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(12440005), Japan Society for the Promotion of Science.
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into 6 types k1A, k2A, ¢D/3, I1IA, IC, kAD [5, (2.2)] according to
the singularities of D. The first two (resp. the last four) cases are said
to be semistable (resp. exceptional). For the exceptional irreducible
flipping extremal nbds X D C, the singularities of the general member
H of |Ox| containing C are computed in [5, Chapters 6-9] and the
irreducible flipping X O C is reconstructed as an essentially arbitrary
one-parameter deformation space of H [5, Theorems 13.9-13.12] and the
flip is described [5, Theorems 13.17 and 13.18].

However if we start with H of an irreducible semistable extremal
nbd X, whether or not X is flipping depends not only on H but also on
the individual one-parameter deformation, which is quite different from
the exceptional cases.

In this paper, we treat the case of k2A. (The case of k1A will be
treated elsewhere.) In Section 2, we give an expression of an extremal
nbd X O C of type k2A in terms of coordinates (Theorem 2.2) and
graded rings (Definition 2.8, Theorem 2.9).

Section 3 is the core algorithm section of this paper, where we in-
troduce a sequence d(n) (Definitions 3.2 and 3.11) and present a series
of divisions (Theorems 3.10-3.13) starting with the “graded equations”
in Theorem 2.9.

Section 4 is the main section for applications, where we give a nec-
essary and sufficient condition (Corollary 4.1) for X O C to be flipping
in terms of d(n). Furthermore, the extremal contraction (Theorem 4.3)
and the flip are explicitly constructed (Theorem 4.7).

In Section 5, we present the division in the case of a multi-parameter
deformation space of H and comment on some of the further directions.

The author is very grateful to Professor Miles Reid for his interest
in the current computation.

§2. Good coordinates

2.1. Let f: XD C (~P!')—>Y > Q be an extremal nbd of type
k2A [5] with two terminal singular points P;, P, of indices m,mg > 1
and axial multiplicities oy, a2 > 1, respectively.

Let D € | — Kx| be a Du Val member, whose minimal resolution
has the dual configuration

o_....._o_Cl_o_..._o
S— S——r

mia;—1 m2a2—1

Y]

where C’ is the proper transform of C' and o denotes an exceptional
curve and all these curves are (—2)-curves [5, 2.2.4]. By adding two
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(non-compact) curves ¢} at both ends

)—o——0—C'—0o—-- =01,

e ——’ ———

myoq—1 moaz—1
we obtain a reduced curve on the minimal resolution such that the in-
tersection numbers with C’ and o’s are zero. Since H'(X,0x) = 0 [8],
we see that /1 + C + f5 ~ 0 on D, where ¢; C D denotes the image of
;. Let
HD 2261+C+£2 (NOOII D)

By the exact sequence
OﬁOX(Kx)—)Ox—)OD—)()

and the Grauert Riemenschneider vanishing H'(X,0Ox(Kx)) = 0 [8],
we obtain a trivial Cartier divisor H = (u = 0) on X, which is normal
and induces Hp on D.

Theorem 2.2. Let U; be the Zm,-quotient of a “hypersurface” of
C*,
(£Za7717<zau §ini —gl( ))/Zmz( —1,a;,0),
where a; is an integer € [1,m;] prime to m; and g;(T,u) € C[[u]][T] is a
monic polynomial in T of degree, say p; such that g;({]"*,u) is square-
free. Let P; := 0 and C; := &;-axis/ZLy,,. U; is defined to be a formal
scheme along C; ~ C! with only terminal singularities.
For a suitable choice of a; and g;(T,u), we have
1. these C; and Cy are patched together to form C ~ P! and U; and
U, are patched together to form the completion X of X along C
by the identification on U; NUs :

1= (Eénz)_l,
C1
1 € é-(lz’

D = ({1 = 0)/Z, U ({2 = 0)/Z,, and H = (u = 0) under the
wdentification.

Remark 2.3. The assertions of Theorem 2.2 modulo the equation
u of H, that is the corresponding assertion for H is easily seen as follows.

By the construction, f(Hp) has an ordinary double point at Q.
Since Ky + Hp ~ 0, we see that (f(H), f(Hp)) is lc ([6, (5.58)] or [12]).
Since f(Hp) has two analytic branches, this means that (f(H), f(Hp))
is the quotient of (zy-plane, (zy = 0)) by a diagonal action of some cyclic
group [1] or [3]. In particular, it is toric.
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Since C is a log crepant divisor of (f(H), f(Hp)) (that is, Ky +
Hp ~ 0 and, and Hp is a reduced curve containing C), (H, Hp) is toric
as well as (f(H), f(Hp)).

The index-1 cover of (H \ 4;, Hp \ ¢;) is toric. By the descrition of
the terminal singularities P; [7, 11], we obtain the isomorphisms

H\ l3_; 2~ (&,mi, G &mi = ) Ly (1, -1, a5)

with the properties

1. Hp = (¢ = 0)/Zp,,mipil; = (§ = 0)/Zm, and C\ £3_; = (G =

1 = 0)/Zy, on H \ ¢35_; under the identification, and

2.6 =&""0on H\ ({1 U¥Ly),
for some p; € Z~o and a; € [1,m;] such that (a;,m;) = 1. Once these
properties are checked, it is easy to see the following.

3. Kg ~ (m1—ai1) (61 =0)/Zm, —az- (& =0)/Z,

4. gl—alcl = f;nz_G'zCQ on H\ (81 U€2)
Indeed, the property 3 follows from gr&w ~ Oc(-1) [8, (1.14.(i))] and
the assertion that

d&; N dn; A dg;
&g — G P

is a generator of grfw|g on H \ £5_;. The property 4 follows from the
property 3 because mid€; /&1 = —madfs/&s.

z;" " Res

= —z;" "% (d&i /&) N dG;

Proof of Theorem 2.2. We note that Theorem 2.2 is proved modulo
(u), the equation of H (Remark 2.3). On the completion X of X along
C, let U; be the complement of P;_;. Assume that Theorem 2.2 is proved
modulo (u)" for some N > 0. We attach subscript N to the coordinates
and the equations that are chosen to work for (u)".

From the Z,,,-invariant relation

ENiTING = QN,i(foi,u) mod (U)Na
we have

En,inn,i = gi(CRs u) + N Enios + w8 mod (u)V !

for some «y, B; € C{én i]l[u, nn,i, (N ,)] and ¢i(T,u) € C[[u, T]] such that
g, = gn; mod (u)N. Then

(En —uM o) (nn,i — u B;) = g/ (C,w)  mod (u)VH!

for some g/ € C[[u, T)] such that g/’ = gn; mod (u)".

1
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The Cartier divisor

®; = (v —uV ) /&) = (Eni = u )L, — (Eni = 0)/Zm,

on a neighborhood of P; extends to a principal divisor on X, because ®;
intersects properly with C and (®; - C') = 0. By the exact sequence

and HY(X ,Ox) = 0, there is a rational function ¢; on X such that
(pi) = ®; and ¢;| g = 1. We note that ¢; is invertible on Us_;.
Let

_m3—i/mi

Ent1i =&Nitpi-P3_;
Then we have
_ N
§N+1,i = fN,z' mod (u) )
m [u—
£N}H,1 = £N+f,2

and En41 = (Eni — uNay) - (unit on U;). Let

T A I L ¢
N+1,'L - CN,z(Pl_al(p;(mz_a2)ml/m2 ,1: —_— 2.

We note that {ny1+1.,/{n i is a unit on U; and that

Eniiilnven = €N 20N +1,2s
(ns1i=Cni mod (w)V.
By the Weierstrass preparation theorem, there exist a unit ; € Cl[u, T
such that v; =1 mod (u)V and gnyi1, := g/'7; is a monic polynomial

€ C[[u]][T]. We then define nyy1,; such that nyy1,; = (v — v B;) -
(unit on U;) by the relation on U;:

mip;

EnsriNati = Eni —uN i) (v — w B) (Cneri /)™ P
By gn+1,i(T,0) = T* and {n4+1,i/(n,i =1 mod (u)Y, we have

gN+1,i(CN 1) = gNaa(CR w) - (Cvgi/Cva) ™ mod (w)VH,

and hence

EN+1,iMN+1,i = gN+1,i(CN5q 5o w) mod (u)N L.

N+1

Thus the theorem is proved modulo (u) . We can let n — oo.
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Finally g¢;((™*,u) is square-free, because otherwise U; has a non-
isolated singularity. Q.E.D.

Remark 2.4. The numbers a; and p; in Theorem 2.2 can be easily
read off from the information on X D C, D and H. Furthermore, «; is
related to g;.

1. The numbers a; are uniquely determined by X O C > P; because
the Zn,,-action is normalized by its action on the ¢;-axis.
2. By

H= (fﬂh = gi(Cimiao))/Zmi(L_Lai)’

the index-one cover of H at P; is an A,,, ,,-point (&n; =g:(¢]™,0)).
Thus p; is uniquely determined by H.
3. Similarly by

D = (&ni = 9:(0,u))/Zm,(1,—1,0),
=~ (zy = :(0,u)™),
we have (g;(0,u)) = (u)* in C[[u]].

Remark 2.5. Under the notation of Theorem 2.2, let S; = (&; =
0)/Z,,. Then

1. m151 ~ mQSQ, Sl N SQ == @,
2. KX ~ (m1 - (1,1)51 — CLQSQ, and

3. —m;Kx ~ 6S3_;, where § := aymo + aom; — mymso > 0.
Let

z € D(X,0(a15; + (a2 — m2)S2)),u € D(X,0),z; € [(X,0(S;))

be the sections defining D, H and S;.

Let Gi(T1,T2) = gi(T1 /T2, w)T¥* € C[[u]][T}, T2], which is a homoge-
neous polynomial in T}, T, of degree p;. Since 2™, 3 _, are both sections
of O(65S;), we can consider the section G;(2™,z3_,) of O(p;6S3_;). The
section is divisible by z; and the quotient y; satisfies the condition

Y; € F(X’ O(p;6S5_; — Si)),

which follows immediately from the local equation &;n; = ¢;(¢™,u). We
have thus two equations:

z1y1 — G (zml,xg) =0, zy2 —Ga(2™?, 906) =0,

where G (2™, z§) and G1(z™,z3) are square-free (Theorem 2.2).
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The contractibility of C implies the following positivity result.

Proposition 2.6. Under the notation and the assumptions of The-
orem 2.2, we have

A = pym? — bpy pamima + pama > 0.

Proof. By the property 1 of Remark 2.3, we have

1 1
(Si'C): )

m;pq m; pq

(4i-C)g =

Since H N D = ¢; + C + {5, we have the following by Remark 2.5.

1
(L+C+12,-C)g=(D-C) = m—(—lex-C)
1

1 6
=—(65y-C) = .
ma AaUD)
Thus we have
()= —— sy
p1p2mim;
Since C is an exceptional curve on H, we have (C?)y < 0. Q.E.D.

Remark 2.7. The properties that

z € F(X, O(a151 + (a2 — m2)S2)),

uel(X,0),

z; € T(X,0(8:)),

y; € I(X,0(pi6S3—i — S;))
in Remark 2.5 can be rephrased as follows. Let the group

I = {(n,72) € (C)V|" ="}
act on HO(X, O(A1S1 + A2S2)) via the multiplication by 'yf‘lfyg‘z. Then
we have

’Y(w’lh ZyYi, u) = (’Y%xu 7?1,),;-2—m2z’ ’Y{‘;l—i’h_lyl’ U),

and z;y; — Gi(zmi,mg_i) is semi-invariant under the I'-action. The
scheme X has an alternate description in terms of these data as fol-
lows.

Definition 2.8. Let a;, m;, a;, p; be positive integers (cf. Remark
2.10) and G;(T1,T2) € Cl[u]][T1,T2] a homogeneous polynomial in T
and Ty of degree p; (1 = 1,2) such that
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a; <m; and (a;,m;) =1,
6 =aymo +aom; —mpmso > 0,
G;(1,0) = 1, G;(0,1)C[[u]] = u*C[[u]],
G;(Ty", 1) is reduced, and
5. A = pym? — §p1pamims + pom3 > 0.
Let R := Cl[u]][z1,y1, %2, Y2, 2] be the C[[u]]-algebra with the I'-action
in Remark 2.7, and let W = Spec R/I be the scheme with the I'-action,
where [ is the ideal given by

= 0N =

I:= (2191 — G1(z™, z5), zoyo — G2(2™2, z0)).

Set
X = (W\ V(z1,22))/T D C :=V(y1,92,2)/T =~ P

and {P;} = V(x;,y1,Y2, 2,u), where V(I) denots the closed subset de-
fined by all the equations in I.

Theorem 2.9. With the above notation and the assumptions, we
have the following.

1. X is a normal scheme of dimension 3 such that X \ {Py, P>} is
smooth and

is a terminal singularity with index m; and P; € C = &;-axis/ L,
under the identification,

2. S; = (z; = 0)/T is a Q-Cartier Weil divisor on X, and a rational
function ¢ on W such that ¢/a:1_b1:1:2_b2 1s ['-invariant defines a
Q-Cartier Weil divisor (¢ = 0)/T' ~ b1 S; + b353. In particular,
D:=(z=0)/T €| - Kx| and H = (u =0) are as in 2.1,

3. the completion of X along C' is isomorphic to X given in Theorem
2.2.

Proof. On U; = {z3_; # 0}, we normalize z3_; = 1 and set & :=
z;, 1; = y; and (; := z with the relation &1; = G;({;,1). Note that n3_;
is not needed because y3_; = G3_;(¢; > *,&?). The stabilizer I'; > Zp,
of z3_; acts on (&, n;, (;,u) via the grading (1, —1,a;,0) mod (m;), and
the quotient is isomorphic to U;. The rest of the assertion 1 follows from
[7, 11]. The patching of the coordinates is obtained by

7(£1a 1) Cl) = (1’627C2)'

Indeed we obtain v; = &%, y2 = & (whence & = £ ™2) and the
relation for (;’s: &£ **€5272(1 = (2. This proves the assertion 3, and
the rest is obvious (cf. Remark 2.3). Q.E.D.
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Remark 2.10. In 2.1, if we assume my, my > 1 and that there is
a Du Val member C C D € | — Kx| whose minimal resolution has the
dual configuration

O—-*-—O—C/—O—”-—O’

then Theorem 2.2 still holds. In this case, the axial multiplicity «; is
undefined and Remark 2.4.3 is irrelevant for ¢ such that m; = 1, and
most importantly a general member of | — K'x| does not contain C. That
is, X D C' is an easy case of k1A.

In Definition 2.8, we assume my, mo > 1. This allows us to treat
k2A and some easy case of k1A with no changes in our treatment.

§3. A division algorithm

3.1. We maintain the notation and the assumptions of Definition
2.8. We note that if G;(0,1) = uo‘ivfi6 for some unit v; € Cl[u]] then
replacing z;,y; by ziv;';,yiv3_i, we may assume G;(0,1) = u®. In
other words, we may further assume

without loss of generality.
We will study when X D C ~ P! is a flipping nbd.

Definition 3.2. In addition to the above G,(T1,713), G2(T1,T3),
we introduce G;(T1,T3) (i = 3,4) as follows:

Gi(Tl,TQ) = Gi_z(uo‘i“"’Tg, Tl)/ua"‘Z € C[[u]][Tl, T2] (Z =3, 4).

We note that G;(T1,T») is homogeneous of degree p; = p;_» and is of
the form
Gi(Tl,TQ) = ,1—1{0l i uaiszi,
where a; = «a;_2(pi—2 —1). We remark that G; # T{® mod (u) if
pi—2 = 1.
For a positive integer a and an integer z, let x umod a be the integer

y € [1,a] such that y = £ mod a. For arbitrary ¢ € Z, we use the
following notation:

G;:= G; umod 45 Pi ‘= Pi umod 4, & ‘= &4 umod 4, ¥;,2 ‘= & ymod 2-
We note then the obvious p; = p;_2 and the following formula

(3.1) Gi(Tl, Tg) = Gi_z(uai_2’2TQ, Tl)/uo‘i_2 (Vl)
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Let d(n) € Z (n € Z) be a sequence determined by
d(1) =mq, d(2) =mg, d(n+1)+d(n—1) =bp,d(n) (Vn).
Let e(n) € Z (n € Z) be another sequence determined by

e(0) =0,e(1) = —a3,€e(2) = —as, e(3) =0,

e(n+1)+e(n—1)=6bppe(n) +béan—2 — an—12 (n#1,2).

Let € := (p1p26)? — 4p1p2, the discriminant of the quadratic form
q(z1,22) == 0137% — p1p20x1T2 + szg-

Lemma 3.3. Let 6, p, be as above and let € := (p1p26)? — 4p1p2.
Let z(n) € Q be a sequence for n € Z such that

z(n) = 6pp_1z(n — 1) — z(n — 2).

Then we have the following.

1. If x(ng — 1) > z(ng + 1) for some ng such that 0 < z(ng),
then z(n — 1) > x(n + 1) for every n > ng such that 0 <
z(ng),- -+ ,z(n).

2. Ifx(ng—1) = z(no+1) for some ng, then x(ng—n) = x(ng+n) for
every n. If furthermore x(ng) = x(no+2) and (z(ng), z(ne+1)) #
(0,0), then e =0 and q(z(1),z(2)) = 0.

3. Assume that e > 0. If x(ng — 1) < z(ng + 1) (resp. z(ng — 1) >
z(no+1)) for some ng, then x(n—1) < z(n+1) (resp. z(n—1) >
z(n+ 1)) for every n.

Proof. Draw the graph of the conic C := {(z1, z2) | ¢(z1,z2) = A},
with some constant A so that (z(2i — 1),z(2¢)) € C for some i.
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The induction formula for z(n) implies that

(z(20 4+ 1),2(2i)) € C & (z(2i — 1),2(29)) € C  (Vi),
(2(2i + 1),2(20)) € C & (2(2i +1),z(2i +2)) € C (Vi)

So (z(2i+1),x(27)), (£(2i —1),x(27)) all lie on C. Except for the second
half of the assertion (2), the assertions are obvious from the geometric
considerations.

For the second half of the assertion (2), assume that z(ng — 1) =
z(no + 1),z(no) = z(no + 2) and (z(no),z(no + 1)) # (0,0). By the
first half of the assertion (2), we have z(n) = z(n + 2) for all n. By
z(i—1) = z(i+ 1), we see that the line z; = z(7) is tangent to the conic
at the point P = (z(1),z(2)) # (0,0) for ¢ = 1,2. This means that P
is a singular point of C, whence C' is a double line. Hence ¢ = 0 and

A=0. Q.E.D.

Corollary 3.4. If we switch (ay, my, o, p1, 1, Y1, G1) and (ag,
ma, Q2, P2, T2, Y2, G2)7 then (ana d(n); G(TL)) and ((13_7“ d(3 - n))
e(3 —n)) are switched for all n. Modulo this switching, we may assume
that d(1) > d(3).

Proof. The first assertion is obvious. We note that d(1) =m; >0
and d(2) = mg > 0. Thus we are also done if d(1) > d(3) or if d(0) > d(2)
by Lemma 3.3.1. So we may assume that d(1) < d(3) and d(0) < d(2).
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By A > 0, we have (d(0),d(1)) # (d(2),d(3)) by Lemma 3.3.2. Hence
we have either d(1) < d(3) or d(0) < d(2).

If we switch the two sets as above, we have either d(2) < d(0) or
d(3) < d(1) after the switch. Thus d(1) > d(3) by Lemma 3.3.1. Q.E.D.

Lemma 3.5. Assume that d(1) > d(3) (c¢f. Corollary 3.4) and that
e < 0. Then d(k) <0 for some k <5.

Proof. By & = p1p2(6%2p1p2 —4) <0, we have § = 1 and p;py < 3.
Assume first that p; = 1 and pz < 3. By d(3) = pama — my < my,
we have pamgo < 2m7. Thus the lemma follows from
d(5) = p2(p2 — 2)ma — (p2 — 1)my
< (pz — 2)2m1 - (p2 — 1)m1
= (pg - 3)m1 < 0.

Assume next that po =1 and p; < 3. By d(3) = my — m; < mq, we
have mo < 2m;, and we are done by

d(5) = (p1 —2)ma — (p1 — 1)my
< (,01 — 2)2m1 — (pl — 1)m1
= (p1 — 3)my <0.
Q.E.D.
Remark 3.6.
1. We note that e(4) = 6a; > 0, e(5) = (6%p2 — 1)a1 + b > 0 and
e(6) = (6%p2 + p1 — 3)6pray + (6%p1 — 1)aa.

In particular, e(6) < 0 implies that § =1,p; =1 and p, = 1,2.
2. If we set
eo(n) = —an_2/pn (Vn),

then eg(n)’s satisfy the conditions for e(n) except for the values
of e(0),--- ,e(3). Therefore if we put e;(n) = e(n) — eg(n), then

e1(0) = az/p2,e1(1) = —a1/p1,€1(2) = ~az/p2,e1(3) = ar/p
and the following induction formula holds.
ex(ln+1)+ei(n—1)=6bpper(n) (n#1,2).

Corollary 3.7. Assume that € > 0. Then e;(n) > ex(n —2) for
all n; e(n) >0 for alln > 4; e(n) > a; + as for alln > 7.
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Proof. We have €1(2) = —az/p2 and e1(4) = bay + az/pe. If
we temporarily mean the coefficient of «; with the subscript «;, then we
have e1(4)q, > €1(2)q, fori = 1,2. By € > 0, we can apply Lemma 3.3 to
e1(n)q, and obtain e;(n)y, > e1(n—2)4, forallmn > 4 and s = 1,2. Since
eo(n) depends only on n mod (4), we have e(n) > e(n—4)+a; +ay for
all n > 6. Also by eg(n) € apn2-[—1,0], we have e(n)q, —e(n—2)q, >0
(resp. > 0) for ¢ Z n (resp. i = n) mod (2) if n > 4. In other words,
we have e(n) > e(n —2) + apy1,2 for all n > 4.

By e(3) = 0 and e(4) = 8a;, we have e(5) > as, e(6) > a3 and
e(n) > a1 +az (n>7). Q.E.D.

Corollary 3.8. Assume that d(1) > d(3) (cf. Corollary 3.4). Let
k be the smallest integer > 3 such that d(k) < 0. (The integer k ezists
by Lemma 3.3.) Thene(n) >0 if4<n<k+1.

Proof. We note that e(4),e(5) > 0 by Remark 3.6.1. Thus we are
done if k < 4. If ¢ > 0, then e(n) > 0 for all n > 4 by Corollary 3.7.
Thus we are also done if € > 0.

Thus we may assume that ¢ < 0 and d(4) > 0. Hence k = 5 by
Lemma 3.5. It is enough to derive a contradiction assuming e(6) < 0.
By Remark 3.6.1, we have 6 = p; =1 and p; = 1,2. We have

my > d(3) = pamg — my > 0,

d(4) = d(3) — Mo = (pg — 1)m2 —mq > 0.

From the second equation, we have py = 2. We have m; > mq from the
first and mgy > mq from the second. This is a contradiciton. Q.E.D.

Definition 3.9. Let S; = (z; = 0)/T and D = (z = 0)/T be Q-
Cartier Weil divisors on X by Theorem 2.9.2, then we have —a;5; +
(m2 — CLQ)SQ + D ~ 0, mlD ~ 552 and ng ~ (581

Then we introduce the following sections and divisors.

Fy:=y; € HO(X,O(LO)),Where Lg := 6p1 L1 — Lo,
Fy := x5 € H°(X,0O(Ly)),where Ly := S,
F2 =z € HO(X,O(LQ)),WheI‘G Lo = Sl,
F3:=y, € H(X,0(L3)),where L3 :=6psLy — L.

- We note that the formulas
Fo 1Fop1 =G (24 F%  (n=1,2)
can be rewritten in the form

Fn_an+1 == Gn_z(F,,(Z, zd(n)ue("))uo‘" (TL = 1, 2)



170 S. Mori

by the formula (3.1).
These L; and F; are extended as follows.

Theorem 3.10. Let ng,ny € Z be such that ng <1, 2 <n; and

d(n) >0 ifn € [no,m],
e(n) >0 ifn € [ng,n]\|0,3].

Then Lg,--- ,Ls and Fy,--- , F3 can be extended to divisors L,, and
F, € H°(X,0(L,)) forn € [no —1,n1 + 1] such that the following hold.
On. Lyn_1 4 Lpt1 = 8pnLn, if n € [ng,ny).
1,. F,, F,_1 are relatwely prime on X (that is, {F,, = F,,_1 = 0}
contains no divisors on X ), if n € [ng,n1 + 1].
2,. F,,zu are relatively prime on X, if n € [ng — 1,ny + 1].
Gn(2%™ | F8) = Gp_o(F8, 28 e(m) )y on

(n=1,2),
3,. F, 1Fpiq1=
15 n+1 Groa(FS, 24 yem)
(n#1,2),

if n € [ng,n1).

Proof. By Corollary 3.4, we only need to consider n > 2. Thus we
set ng = 1 and use induction on n;.

The theorem is obvious if ny = 2. Assume that n; > 3 and let
n = n; > 3. By the induction hypotheses, it is enough to define L,
by the assertion 0,,, construct F},,; satisfying the assertion 3,, and prove
the assertions 1,41 and 2,,41.

We will construct F,, ., satisfying 3,, using 1,1, 2,-1, 3,—2 and
3,—1. During this proof, = denotes the congruence modulo the ideal
F_1Cl[u]][Frn-3, Fn-2, Fr_1, Fy, z] unless otherwise mentioned. We first
claim that

Fo_,FS = ydn=2)ye(n=2)tan 22 ,dn)ye(n)

We note that the claim is obvious for n = 3 by FSF{ = 250242 If
n > 4, the claim follows from

F?f——QFg = GTL—3(F,;§_17 zd(n_l)ue(’n—l))(S
= 0Pn—3d(n=1), 6pn_sze(n—1)+b6an_3

— zd(n—Z)ue(n—2)+an_g,2 . Zd(n)ue('n).

In the following, we use a temporary notation that # denotes any
sufficiently large integer. Let

M = Fjﬂg*an_z(Fﬁ, 2H ) ey #  #
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Then by the above claim, we have the following.

M = Gn_o(F°_,F3 F°_,z3(myem)y oy #

= Gn_g(zd("_z)ue(”_2)+°‘”—2'2, Fg_z)z#u#

— Gn—4(Fg_2, zd(n-—2)ue(n—2))z#u#

- n—-an—3z#u#

=0. '
Thus G, _o(FS, 24 u™) (or G, (4™ F?) if n = 1,2) vanishes on
the divisor (F,—; = 0) by 1,,_; and 2,,_;. Hence we obtain F,; €
H°(X,0O(L, 1)) as claimed.

We will prove 1,47 and 2,17 using 2,, and 3,,. We see that Fj,;; =
zu = 0 implies F,, = 0 by the formula 3,,. Indeed one can use d(n), e(n) >
0if n > 4 and d(3) > 0 and G1(T1,T2) = Tf* mod (u) if n = 3.
Thus by 2,,, Fr4+1 and zu are relatively prime on X, which is 2,,;.

F, = F,y; = 0 implies zu = 0. So by 2, F,, F,,+1 are relatively prime
on X, which is 1,,41. Q.E.D.

Definition 3.11. By Corollary 3.4, we will assume that d(1) >
d(3). Let k > 3 be the smallest integer such that d(k) < 0, which exists
by Corollary 3.3.1. Then we have

d(l)ad(2)7 o ad(k - 1) > 0,
e(4),--- ,e(k+1) >0,
by Corollary 3.8.
By Theorem 3.10, Q-Cartier Weil divisors L; and sections F; €
H°(X,0x(L;)) (i=0,---,k) satisfy the following.
0. Ln—l + Ln+1 = 6ann, if 1 S n S k—1.
1. F,,, F,,_, are relatively primeon X if 1 <n < k.
2. F,, zu are relatively prime on X, if 0 <n <k.

Gr(z%™ | FY) = Gpo(FE, 2™ ue )y
(n=1,2),
Gr_2(F2, 24 ye(m)
(n # 1’ 2)7
ifl<n<k-1.
We then introduce the modified sequence d*(n) for the uniform
treatment of F,, as follows.

ey _ Jd(n) (n < k),
d(n)_{—d(n—2) (n>k+1).

3. Fn—an+1 =
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The following is one of the key results that the exceptional locus C' of

X is a set-theoretic complete intersection of two divisors: Fy, = Fy11 =0
(cf. [4, 20.11)).

Theorem 3.12. Under the notation and the assumptions of Def-
wnition 3.11, we have

Gk-—z(F;fZ—d(k)vue(k)) _ Gk_z(Flg7Zd(k)ue(k))z—pk_2d(k)
Fk—l Fk—l

Fri1:=

belongs to H°(X,O(Ly1)), where Lyyy :== —Lg_1.
Furthermore, Fy and Fj1 satisfy the following.
1. C = {Fxy1 = Fx =0} as a set.
2. C ={Fgry1 =u=0} as a set.

Proof. The proof that Fy is a regular section of O(Lg41) is sim-
ilar to the one for Fj,; in Theorem 3.10, and we omit it.

The assertion 1 is immediately reduced to 2. Indeed Fy1 = Fr =0
implies u = 0 by the definition of Fy; (note that e(k) > 0if k > 4). It
remains to prove the assertion 2.

Let F,|g denote the restriction of F,, to H and (F,|y) the divisor
defined by F, |y = 0. We note

DNH = ¥ 444 +C
(File) = map2la
(F2|H) = mlplél

(F3|lg) = map2tly +C.

We claim
(3.2) (Fnlg) = pn—1d(n — 1)¢; mod ZC for n € [2,k].

We prove the claim by induction on n, where the cases n = 2,3 are
checked. Assume that the claim is proved up to n (< k — 1). By
Definition 3.11, we have

(Frt1la) = (0pn—20n-1d(n — 1) — pp_2d(n — 2))¢,
= ppd(n)¢; mod ZC.

Thus the claim is proved. We then have

(Frt1la) = pre—2(6 - (Fila) — d(k)D) — (Fr-1lg)
=0 mod ZC. ‘

Hence C = {F}y1; = u = 0}, and we are done. Q.E.D.
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There is another important division.

Theorem 3.13. Under the notation and the assumptions of The-
orem 3.12, we have

Gr_1 (F£+1zd(k'—1)’ ue(k+1))
F.
Gk-1 (F,f+1, 24" (k1) e(kt1)) ;= pi—1d” (k+1)

F

Fryo :=

belongs to H°(X, O(Ly.2)), where Ly o := —Ly.
Furthermore, C = {Fy_1 = Fx12 = u = 0}.

Proof. We will closely follow the proof for Theorem 3.10. In this
proof, = denotes the congruence modulo FiC[[u]|[Fk-2, Fi—1, Fk, Fit1, 2)-
By the induction formula of e(n), we have:

F}_ FE 2% = G_g(Ffzm2k) yelh))8,d(k=1)

= Zd(k—l)uépk_ze(k)-i—(sak_g

— ue(k—}—l) . zd(k—l)uak_l,g%—e(k:——l).

Thus for
M = FP 7 G g (Fyy 20D ey #,

we have the following.

M= Gk—l(FJf—1FIf+1zd(k_l)7Fké—1ue(k+1))“#

= Gk~1 (Zd(k—l)uak_1’2+e(k—1)’ Fg_l)u#

— Gk—3(F]f._1, Zd(k—l)ue(k—l))u#

= F.Fy,_qu'

=0.
Since Fy_qu, F}, are relatively prime on X by Theorem 3.10, we see that
Gk_l(F,szd(k_l),ue(k“)) is divisible by Fj and that Fj.o is a regular
section of L.

For the last assertion, we borrow the notation and the argument in

the proof of the previous theorem 3.12. We saw (Fj_1|g) C CU#; there.
By the formula (3.2), we have

(Frtal) = pr—1(8(Fry1|m) +d(k — 1) (DN H)) — (Fi|a)
= pg—1d(k—1) — pr—1d(k—1) =0 mod ZC.

This means (Fiy2|g) C C U #s, which proves the claim. Q.E.D.
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The following are elementary properties which are immediate to
check.

Proposition 3.14. We have

1. d*(n)Lpy1—d*(n+1)L, ~ 0 is a generating relation for Ly, Ly41
mPic X if1<n<k+1,

2. (Lp,-C)=d*(n)/(mimz) if 1 <n<k+2.

Proof. The case n =1 of the first assertion is on m;.S; ~ mgSs. If
iS1 — j Sy ~ 0 then it is Cartier at P;. Hence m;|i and iS; — jSs is a
multiple of m1S7 — mySs. If 2 < n < k — 1, then we are done by the
change of the basis, L,41 ~ 6ppLyn — Lp_1:

d(n)Lpy1 —d(n+ 1)L, ~d(n)(6pnLn — lp—1) —d(n+ 1)L,
~d(n—1)L, —d(n)L,.

The cases n = k,k + 1 follow from the case n = k — 1. The first
assertion is thus proved. The second assertion follows from the first

because (L1 - C) =1/mg and (Lg - C) = 1/m;. Q.E.D.

Proposition 3.15. Let c(i) (i € [1,k + 2|) be a sequence deter-
mined by

i. ¢(1) = a1, c(2) = mg — aq,

ii. ¢(n+1) =6béppc(n) —c(n—1) forne [2,k—1],

ili. e(k+1)=—clk—1), c(k+2) = —c(k).
Then we have

1. - Kx ~c(n)Lpy1 —c(n+ 1)L, if 1 <n<k+1,

2. ¢(n)d*(n+1) —c(n+1)d*(n) =6 for alln € [1,k + 1],

3. ¢(n) and d*(n) are relatively prime for alln € [1,k + 2], and

4. —d*(n)Kx ~ 6L, for alln € [1,k+1].

Proof. The case n = 1 of the assertion 1 follows from —Kx ~
a1Ly — (me — az)Ly. One can check the case n € [2,k — 1] inductively
by using L, 11 ~ 6ppLn — L1 (n € [2,k — 1]) as follows:

c¢(n)Lpy1 —ce(n+ 1)L, ~ c(n)(6ppLln — Lp—1) —c(n+ 1)L,
~ecn—1)L, —c(n)L,—1 ~ —Kx.

The cases n = k,k + 1 are equivalent to the case n = k — 1 because
Lyy1 ~ —Lg_y and Lgi2 ~ —Lg. This proves the assertion 1.
By the induction formula, we immediately see that the value

c(n)d(n+1) — c(n+ 1)d(n) = ¢(n — 1)d(n) — ¢(n)d(n — 1)



On Semistable Extremal Neighborhoods 175

does not depend on n and hence equal to 6 = ¢(1)d(2) — ¢(2)d(1), which
proves the assertion 2.

Let ged(n) = (¢(n),d(n)), then ged(n) divides 6. By the induction
formula, we see that d(i) = —d(i—2) and ¢(¢) = —c(i—2) modulo ged(n)
for all . This implies that ged(n) divides ged(1) or ged(2) depending on
the parity of n. Since ged(1) = (a1, m1) = 1 and ged(2) = (az, m2) =1,
we get ged(n) = 1, the assertion 3.

The assertion 4 follows from Proposition 3.14.

—d*(n)Kx ~ ¢(n)d*(n)Lpy1 —c(n+ 1)d*(n)L,
~ (c(n)d*(n+1) —c¢(n +1)d*(n))L, = 6L,.

Q.E.D.

§4. Contractions and flips

In this section, we give an explicit description of the contractions
and the flips using the divisions in Section 3.

Although we work on the specific model X, our description can treat
arbitrary extremal nbd of type k2A by passing to the formal completion
or the associated analytic space by Theorems 2.2 and 2.9.

First by Theorem 3.12 alone (without the further division), we can
decide exactly when X D C is a flipping nbd as follows.

Corollary 4.1. Let X D C ~ P! be the scheme introduced in 3.1.
Under the notation and the assumptions of Theorem 3.12, we have

1. If d(k) < O then the formal completion X and the associated
algebraic space of X O C are flipping nbds.

2. Ifd(k) =0 then X D C is not a flipping nbd. Indeed, C is a fiber
of a dwisorial contraction of X (or the algebraic space X) and
{Fr11 = 0} is the exceptional divisor for the contraction.

Proof. By Theorem 3.12, C is a set-theoretic complete intersection
of two Cartier divisors Ny := a(Fy = 0) ~ aL; and Ny := a(Fiy1 =
0) ~ aLy, for some integer a > 0.

Assume that d(k) < 0. Then —N; and —N; are ample on C by
(Ly - C),(Lg+1 - C) < 0. Then the defining ideal J of Ny N Ny has
the property that J/J? is ample on C = Supp (Ox/J). Thus C C X
can be contracted by [2, 6.2] and the associated algebraic space can be
contracted by [2, 3.1]. Since (K x-C) < 0, these are flipping contractions.

Assume thet d(k) = 0. Then aLy ~ 0 and (Lg4; - C) < 0. Then
F2 : X — A! induces, on the divisor Np, a morphism g : No — Al
such that C = g71(0) as a set. We note that Oy, (—N3) is g-ample by
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(Lg+1 - C) < 0. Thus we can similarly see that N> can be contracted
to a curve such that C is one of its set-theoretic fiber by a birational
contraction of the formal completion (and also the associated algebraic
space) of X D C. We note that —Kx is relatively ample and N, is
exceptional with respect to the contraction. Q.E.D.

The extremal contraction of X is expressed as Spec H° (X' ,O%) (or
its formal scheme version). We give here an explicit construction using
the further division Theorems 3.12 and 3.13.

Definition 4.2. Let

yi = Fiy2 € HO(X,O(=Ly)),

ahy =Frp1 € HY(X,0(Lk41)),

SC’I = Fy, € HO(X, O(Lk)),

yp = Fio1 € HY(X,O(=Li41)),

z € HO(X, O(c(k)Liy1 + c(k — 1) Ly)),

on which we have the I'-action defined in Remark 2.7. We rewrite the

action as follows.
By ZL,+7ZLy = ZLk+ZLy; C Pic X (Proposition 3.14.1), we set

F/ = Hom (ZLk. + ZLk+1, (C*) = Hom (ZL] + ZL27 (C*) = F’

and ' € T’ acts on H°(X,O(L;)) as the multiplication by v'(L;) € C*.
Let m} :=d(k —1) > 0, m§ := —d(k) > 0. Then we have m4Lyq ~
m Ly (Proposition 3.14) and hence

!

I'={y"=(",72) € (C)* | ()™ = (12)™}-
The I'-action is equivalent to the I['V-action given by
v (@5 2, v6w) = (), (1) F 7V (3) Pz, (v) i, ).
I'" acts on the ring R’ := C[[u]][z}, ¥, T4, 5, 2], the ideal
I:= ("'Ullyi - Gk—l((x12>6zm,1 ) ue(k:+1))’ wéyé - Gk:—Z((x/1>6zm’2’ue(k)))

and the scheme W' := Spec R'/I’. We note that it is easy to check that
W' is a complete intersection and is an integral domain by Proposition
4.8 and that W' is normal by the Jacobian criterion. Let

(R /I :={re R/I'|yr=r}

and Y := Spec (R'/I)I" with the origin 0. Because of the construction,
we have a natural morphism 7: X — Y.
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Theorem 4.3. There is an open subset U > 0 of Y such that
7w Y (U) — U is either a flipping contraction with C the only flipping
curve (the case my, > 0), or a divisorial contraction with (Fy1 = 0) the
only exceptional divisor (the case mbh = 0).

Proof. First of all, W (cf. Definition 2.8) and W’ are birationally
equivalent because of the inductive formulas in Defintion 3.11 and The-
orems 3.12 and 3.13. The birational map is I'-equivariant as explained
in Definition 4.2. Because of these, it is easy to see that 7 is birational.

Next, we claim that 771(0) = C as a set, and prove it in two cases.

Case 1 (mj > 0). For arbitrary i, j, we have u, (=) (y;)* € (R/ I
for some positive integers a, b depending on z7,y}. Thus

€ 71(0)  {a) = o = O} U {y} = v} = u =0},
Thus by Theorems 3.12 and 3.13, we have 771(0) = C as a set.

Case 2 (m), = 0). We have (¢})% (&})% zhy,u € (R'/I')T for
some positive integer a. Thus

Ccn(0) C {z] =a, =0} U{y; =y =u=0}.
The rest is the same as Case 1. This proves the claim.

By [9], 7 can be extended to a proper birational morphism 7 : X —
Y. Then we have 77 1(0) = C. Indeed, by the normality of Y, 7#=1(0) is
a connected set containing C as a connected component.

Thus it is enough to set U = Y \ #(X \ X) to make 7 proper above
it. Shrink U further so that L;_; is m-ample over U.

Assume that m/, > 0. Then C = 7~ 1(0) is a set-theoretic complete
intersection of two m-negative divisors (Fj = 0) and (Fx+; = 0). Every
m-exceptional curve C 7~ 1(U) is contained in these divisors. Thus C is
the only m-exceptional curve C 7~ (U).

Assume next that m, = 0. In this case, the arguments are similar
to those in the proof of Corolary 4.1.2. C = (Fy = 0) N (Fxy1 = 0)
being m-exceptional and Fj ~ O imply that Fi,q is contracted by .
Then, —F,1 being m-ample implies that Fj,; contains all the curves
contracted by . Q.E.D.

We will closely study the divisorial contraction or the flip as follows.

Definition 4.4. Let a} := ¢(k—1) umod (m}) (cf. Definition 3.2),
and if m}, > 0 then we also let a, := c(k) umod (m}). Since (c(2),d(7)) =
1 by Proposition 3.15, we have (m},a) =1 and 0 < a} < m] if m, > 0.

1?1
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Theorem 4.5. With the above notation and assumptions, assume
further that d(k) = 0. Then m)| = d(k — 1) = § = ged(my, m2), c(k) =

—1 and we have a terminal singularity of index m/,
0eY ~ (57 , C) U, f"? - Gk-—l(cmll 3 u8(k+1)))/Zm'1 (1’ _1a a’llv 0)7

where the T-fundamental set is the curve {¢ =Gj_o (€™, uck) =0}/Zpy;
under the identification.

Proof. By the induction formula, we see gcd(my,my) =
ged(d(i),d(i+1)) for all i. In particular, we have d(k—1) = ged(mq, m2).
By Proposition 3.15, we have ¢(k) = +1 and —c(k)d(k — 1) = 6. Thus
c(k)=—-1land mj =d(k—1) =6.

By d(k) = 0, we have I'" = Z,,» XxC* and can obtain the isomorphism
by taking the invariants in two steps. We note that £ = 2}, n = y] and
¢ = 2 z. Since the fundamental set on Y is defined by zby) = 25z = 0,
we are done by zhyh = G_o(E™1,uck)). Q.E.D.

Definition 4.6. Let
X =W \{z] =2,=0})/I" DC" :={y] =y =z =u=0}/T'

and P/ the point, !} = y; = y4 = z = u = 0. We note that ¢’ ~ PL.
Let ' : X’ — Y be the induced morphism.

Theorem 4.7. With the above notation and the assumptions, as-
sume further that d(k) < 0. Then we have
1. X' is a normal scheme of dimension 3 such that X'\ {P/, Py} is
smooth and the germ

Pl e X'~ (&}, Clyus € = GHC™ 1))/ Zns (1,1, a, 0)

is a terminal singularity of index m; and P; € C' = &;-azis/ Loy
under the identification, where

Gi(T1,Tz) = G—s(T1,u*?*79Ty) (i =1,2),

2. X' is proper and is the flip of X over some open set 50 of Y.

Proof. The proof of the first assertion is similar to the one for
Theorem 2.9, and we omit it.

As in the proof of Theorem 4.3, we see that 7’ is a birational mor-
phism. Although X’ is proper over X, we only claim it over an open set
> 0. For this we only need to show (7/)~!(0) = C’ as in the proof of
Theorem 4.3.
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For arbitrary 4,j, we have (z})%(y})?, (¢})*2¢ € (R'/I')T" for some
positive integers a, b, c depending on z/, y;v, z. Thus

()N 0) c{zy =z, =0} U{y =gh =2 =u=0}=C",

and the properness is settled.

By the construction of W’ and by C = {Fj = Fi; = 0} (Theorem
3.12), we have a natural birational morphism X \ C — X'. By Theorem
4.3, X\ C ~ X'\ C’ over an open set U 5 0 of Y. It only remains to
show that (Kx/-C’) > 0.

Let S| := (2} = 0)/T’ be the Q-Cartier divisor on X’. Then (5] -
C’) > 0. Since X ~ X' in codimension 1, we can pull back S] and Kx-
on X' to Ly ~ (Fy = 0) and Kx on X. By —d(k)Kx ~ 6Ly on X
(Proposition 3.15), we have —d(k)Kx' ~ 6S]. Hence (Kx/-C") > 0 as
required. Q.E.D.

We used the following elementary result in this section. We give a
proof for the readers’ convenience.

Proposition 4.8. Let A be an integral domain, and x,, x2, ui,
ug € A. Assume that x,, x5 are prime elements (that is, x1A,x2A are
non-zero prime ideals) and that (x1,x2) is a prime ideal # 1A, z2A.
Then

1. If uy € 1A, then Aly1]/(z1y1 — u1) ts an integral domain.

2. If ur & (z1,72) and uy € z2A, then Aly1,yo]/(z1y1 — w1, T2y2 —
ug) s an integral domain.

Proof. Let P:={f(y1) € Aly1] | f(u1/z1) = 0}.
We claim that if f(y;) = any? +--- +ao € P\ {0}, then n > 0 and
a, € x1A. Indeed n > deg f > 1 is obvious, and from

n n—1 n—1y __
anul + z1(an_1uy” " -+ apz} ) =0,

we get a, € 1A by u; € x1A. This proves the claim.

For the assertion 1, it is enough to prove that P = (z1y1 — u1).

Let f € P\{0}. By the claim, we can lower deg f modulo (z1y;—u1).
Hence the assertion 1 is proved by induction on deg f.

For the assertion 2, let S = Aly;]/(z1y1 — u1), which is an integral
domain. We note that S/z2S ~ (A/z2A)[y1]/(z1y1 — u1) is an integral
domain by u; &€ (z1,z2). We claim that us mod z25 # 0. Indeed
ug mod z3A is a non-zero constant of the integral domain (A/z2A)[y1].
Hence uy; mod z2A & (A/z2A)[y1](z1y1 — uy), which proves the claim.
Finally applying the assertion 1 on S, we obtain the assertion 2. Q.E.D.
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§5. Further discussions

In this section, we consider the case of a base ring which is more
general than C[[u]] in Definition 3.2. We note that, over Spec Z, our
finite group action Z,, is actually the finite multiplicative group scheme
action p, C G, which is linearly reductive over Spec Z. Hence no
changes are needed for characteristic > 0.

Definition 5.1. Let (A,mj,) be a regular local ring and let
u1,u2 € my be non-zero elements. Let «;, m;, p; be positive integers
and G;(T1,T>) € A[T1,T>] a homogeneous polynomial in 77 and T3 of
degree p; (i = 1,2) such that

1. a; < m; and (a;,m;) = 1,

2. 6:=aymg + aom; — mimso > 0,

3. the coefficient of T7* (resp. T4*) in G; is 1 (resp. uy),

4. A = plm% — 6p1p2m1m2 + p2m§ > 0.

By formally writing a; = log,u; (or u® = u;) for i = 1, 2, Definition 3.2
applies to our case. By Corollary 3.4, we may assume that

5. d(1) > d(3).

Corollary 3.8 implies that
6. u™ € (up,up)Aif4<n<k+1.

Let R := Alz1,y1,%2,Y2,2| be the A-algebra with the I'-action in
Remark 2.7, and let W = Spec R/I be the scheme with the I'-action,
where [ is the ideal given by

I:.= (mlyl - Gl(zml,wg)ax2y2 - GZ(Zmlaxé))'
As in Definition 2.8, we set
X = (W \ V(:Clix?))/r OC:= V(ylayQazamA)/r = IP%pec A/mp

and P; = V(x;,y1,Y2,2,ma)/I" ~ Spec A/my. Let L; be the Q-Cartier
divisor classes and F; € H°(X,O(L;)) be the sections as in Definition
3.9.

Theorem 5.2. Ly,---,Ls and Fy,--- ,F3 can be extended to Q-
Cartier divisor classes L; and sections F; € H°(X,O(L;)) fori € [0,k+
2] such that the following hold.

6pnLn, (n<k-—1)
On. L1+ Lng1 = =
! 1 {0 (n=k,k+1),

1n. Fn, Fn_1 are relatively prime on X ifn € [1,k + 2].
2n. Fn,zuiug are relatively prime on X, if n € [0,k + 2].

ifn el k+1].
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(G p (o5 (0) qyem)
— Gn_z(Fg, zd*(”)ue(”))z_p"d*(n) (n="k,k+1),

3n. Fo1Fni1 = { Gp_o(F8, 2% (M)ye(n)) (2<n<k),
Gn(zd(n)a F;E)
= Gr_2(F8, 23mye(n))qon (n=1,2),
ifnell,k+1]. :

Our argument here is slightly stronger than those for Theorems 3.10,
3.12 and 3.13, since we introduce the intermediate schemes X* and study
them closely.

Lemma 5.3. Let the notation and the assumptions be as in The-
orem 5.2. Fori € [1,k], let R* := A[F;_1,--- , Fyy2, 2] be the polynomial
ring with 5 variables and I* C R* the ideal generated by the relations 3;
and 3;41.

As in Definition 2.8, let X* := (Spec R*/I' \ {F; = F;y, = 0})/T,
and let L% (j € [i — 1,i + 2]) be the Q-Cartier divisor class on X'
induced by F;. By the condition corresponding to 0,, we define Lj» for
all j € [0,k+2]. Let B: (resp. BS) be the closed subset of X* defined by
Fi 1 =F; =0 (resp. Fiy1 = F;y2=0).

Then for every i € [1,k], we have the following.

1. R*/I" is a normal domain of complete intersection,

2. codim y: (B;) > 2 for every j = 1,2.

By the relations 31, -+ ,3,, RY/I*,--- R 1/I"1 are all birational to
each other. For everyi € [2,k|, the birational map X*~! --» X* induces
3. an isomorphism Xi‘"1 \ By '~ X%\ B},
4. the identification L;._l = L;, which is simply denoted by L;, and

5. HO(X™Y, O(L;)) = HY(X',O(L;)) for all j.

Proof. It is easy to check that R‘/I* is a complete intersection
integral domain by Proposition 4.8 and uyus # 0 € A. The normality
can be checked by the Jacobian criterion at codimension 1 points, which
is the assertion 1. Again using ujuz # 0 € A, one can easily check the
assertion 2.

We now regard Fj,, as a rational function in F;_g,--- , F;41,2. We
can see that the regular section

FipoF; € HO(X', O(Li, + L)
satisfies the condition

FipoFi(Fi_1zugug)® € FA[F o, Fy 1, F;, Fipq, 2]
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from the relations 3;,1, 3; and 3,_; by pure computation, where #
denotes an arbitrarily large positive integer. Indeed the computation
was carried out in the proof of Theorem 3.10 withn =1+ 1 < k — 1.
Since the computation is similar in other cases, we omit the compu-
tation. This means that the regular section F; oF; vanishes on the
divisor (F; = 0) ~ L!™', whence Fj;; € HO(Xi_l,O(LZ;%)). Hence
(Fi_1, Fy, Fi11, Fitg, 2) induce a morphism X*~1\ By™' — X%\ Bi.

The inverse X*\ B: — X*~1\ BL ! can be constructed similarly
from the assertion:

Fi_oFi(Fyy12uiug)? € F;A[Fy_y, Fy, Fiq1, Figa, ).

Indeed, we can prove this using 3;_1, 3; and 3;;1 by the computation
similar to the above. The rest are obvious. Q.E.D.

Proof of Theorem 5.2. By 0,, we define L;’s. By Lemma 5.3, we
have the extension F; (j € [0,k + 2|) satisfying 3, (n € [1,k + 1])
by F; € H°(X,0(L;)) = H°(X*,O(L;)) for some i € [1,k] such that
jeli—1,i+2.

By Lemma 5.3, the assertions 1,, and 2, can be examined on X*
such that n,m € [i — 1,7 + 2].

On Xi, we know that B'i = {Fi—l = 1*—1z = O}, @ = {FZ == Fi—+-1 = 0},
Bé = {Fiy1 = Fiy2 = 0} are of codimension > 2 on X ¢, This proves
1,,. The computation of 2, can be done through a simple but tedious
computation, which we omit. Q.E.D.

Remark 5.4. For the family of surfaces 7 : X — Spec A, we have
a divisorial contraction or a flipping contraction depending on whether
d(k) = 0 or not (Corollary 4.1). It is not difficult to obtain an analogue
of Theorem 2.2 for a multi-parameter analytic deformation space of H
and analogues of Theorems 3.12 and 3.13 for A, and furthermore to carry
out a detailed computation as in Sections 2 and 4.

For instance, C need not be the only contractible curve over [m,]
because we do not assume G; = T7* mod m, in Definition 5.1.3. The
contractible curves over [m,] are contained in F; = 0, which follows
from Fj = Fix11 = u; = uy = 0 through the relations in Theorem 5.2.3.

Using such G;, we can systematically construct reducible flipping
curves.

Remark 5.5. An interesting problem in order to understand flips
is to find the generators of the graded ring @,czH°(X,O(vKx)) or
some of its variants. We note that our z, Fp,--- , Fx1o are a part of the
key generators.
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It is possible to carry out further divisions to get F; for ¢ < 0 and
1 > k+2. The former case was treated in Theorem 3.10. The latter case
corresponds to the case ¢ < 0 for X’ in Theorem 4.7, or we can continue
the division imitating the arguments in Theorem 3.10.

However this immediate generalization does not give the right ho-
mogeneous elements as pointed out by M. Reid. He has been proposing
a more general division [10] using pfaffians.

Our standpoint is that, with our easier divisions, we can determine
many of the structures of the flips.
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Local Structure of an Elliptic Fibration

Noboru Nakayama

Abstract.

We classify all the projective elliptic fibrations defined over a
unit polydisc whose discriminant loci are contained in a union of co-
ordinate hyperplanes, up to the bimeromorphic equivalence relation.
If the monodromies are unipotent and if general singular fibers are
not of multiple type, then we can construct relative minimal models.
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1. Smooth elliptic fibrations
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4. Toric models
5. Elliptic fibrations with smooth discriminant loci
6. Finite monodromy case
7. Infinite monodromy case

Appendix A. Standard elliptic fibrations over surfaces
Appendix B. Minimal models for elliptic threefolds

§ Introduction

The aim of this paper is to describe the local structure of a projective
elliptic fibration over a complex analytic manifold which is a smooth
morphism outside a normal crossing divisor of the base manifold. An
elliptic fibration is a proper surjective morphism f: X — S of complex
analytic varieties whose general fibers are nonsingular elliptic curves. It
is not necessarily a flat morphism. We consider the case S is a unit
polydisc

4= {(t1,t2,...,ta) € C*||t;] < 1 for all i}

and suppose further that f is smooth over S* = S\ D, where D is the
normal crossing divisor D := {t1t5---t; = 0} for some 1 < < d. We are
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interested in what kind of such elliptic fibrations exist, up to the bimero-
morphic equivalence relation over S. For the purpose, it is important to
understand the notion of period mappings and monodromies. A smooth
fiber is an elliptic curve isomorphic to a torus C/(Zw + Z), where the
period w € H := {w € Z| Imw > 0} is determined up to the action
of SL(2,Z). By considering the ambiguity, we have a period mapping
(function) w: U — H from the universal covering space U ~ H! x A4~

of S* into the upper half plane H, and a monodromy representation
p: m(S*) — SL(2,Z) such that for v € m1(S*) and z € U,

o) = R where p(y) - (& 5)

The period function and the monodromy representation define a polar-
ized variation of Hodge structures of rank two and weight one [G] (cf. §1).
Thus f induces a variation of Hodge structures H(f) on S*. We classify
all the variations of Hodge structures over S* in §2 and §3. After fixing
a variation of Hodge structures H, we shall classify elliptic fibrations
by determining the following set £7(S, D, H): Let (f: X — S,¢) be a
pair of a projective elliptic fibration f smooth over S* and an isomor-
phism ¢: H ~ H(f) as variations of Hodge structures. Two such pairs
(fi: X1 — S,¢1) and (fz: Xo — S, ¢2) are called bimeromorphically
equivalent over S, if there is a bimeromorphic mapping ¢: X; ---— X5
over S such that the induced isomorphism ¢*: H(f2) ~ H(f1) satisfies
¢1 = ©* 0 2. The set £T(S, D, H) is defined to be the set of bimero-
morphic equivalence classes of all such pairs. For any variation of Hodge
structures H on S*, we have a projective elliptic fibration p: B(H) — S
with H ~ H(p) which admits a section S — B(H). This is uniquely
determined up to the bimeromorphic equivalence relation over S and
is called the basic elliptic fibration associated with H. It determines
a distinguished element of £7(S, D, H), and thus it is also called the
basic member. For the study of other elements of £1(S, D, H), we first
consider a special case where the following two conditions are satisfied:

e The monodromy matrices p(7y) are all unipotent;

e The fibration f admits a meromorphic section over a neighbor-
hood of any point of S\ Z for a Zariski closed subset Z of
codimension greater than one.

Under the situation, our Theorems 4.3.1 and 4.3.2 state that f is bimero-
morphically equivalent to a basic elliptic fibration. Further the basic
elliptic fibration is a smooth elliptic fibration or a toric model which
is constructed by the method of toroidal embedding theory ([KKMS]).
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These are minimal elliptic fibrations. Next, for a general elliptic fibration
f: X — S, we have a finite ramified covering of the form

T =A"x ATt 5 § = Al x A

(01,02, ...,00,tig1, tigo, .. ta) — (077,052, ..., 0™  tiyq, tiga, - . -, td)

for some m; > 1 such that fr: X xgT — T satisfies the above two condi-
tions. Hence fr is bimeromorphically equivalent to pr: B(H)xsT — T.
Therefore the bimeromorphic equivalence class of f is determined by a
meromorphic action of the Galois group Gal(7) on pr. The basic elliptic
fibration p is a group object over S*. Hence the sheaf G5 of germs of
meromorphic sections of p is a sheaf of abelian groups. Since we always
fix a marking of variation of Hodge structures, the action of an element
of the Galois group is written as the translation by a meromorphic sec-
tion of pr. Therefore, £ (S, D, H) is identified with the inductive limit
of Galois cohomology groups

l_ir_)nHl(Gal(T), HO(T7 GHT/T))a

where Hr is the pullback of H on T* := 771(S*) and the limit is taken
over all such coverings 7 described as above. We shall describe the limits
and the actions of Galois groups on basic elliptic fibrations in §§5-7.

Background

The study of elliptic fibration was developed by Kodaira’s work on
elliptic surfaces, i.e., elliptic fibrations over curves, in [Kd1] and [Kd2].

In the work, first the classification of singular fibers of minimal el-
liptic fibrations is obtained by a calculation of intersection numbers of
irreducible components. The following types of singular fibers are listed
(cf. Figure 3 and Figure 4): ,,I,, I*, II, I1*, III, IIT*, IV, IV*, where
a>0and m>1.

Next, the basic elliptic fibration is constructed from the data of pe-
riod function and monodromy representation defined on a Zariski-open
subset of the base curve, which were essentially called functional and
homological invariants, respectively. The construction is natural over
the Zariski-open subset. To obtain an extension of the basic fibration
to the whole base curve, we may assume that the curve is a unit disc A
and the Zariski-open subset is the punctured disc A* = A\ {0}. If the
monodromy matrix is trivial, then the period mapping is single-valued
and thus the smooth basic fibration is naturally extended. In the case
the monodromy is unipotent of infinite order, i.e., I, (a > 0), Kodaira
made a technical construction of the basic fibration. But now it can be
replaced by the method of toroidal embedding theory ([KKMS]). For
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other cases of monodromy matrices, a branched covering A — A reduces
to the study of actions of the Galois group on the above basic fibrations.
The quotient spaces, their desingularizations and further their (rela-
tive) minimal models are obtained by careful calculations. The result
corresponds to the classification of non-multiple singular fibers. Kodaira
proved that every elliptic surface without multiple fibers is a twist of the
basic member by the translation by local sections. Thus the set of such
fibrations is essentially identified with the cohomology group H!($, &),
where S is the base curve and & is the sheaf of germs of sections of the
basic fibration.

For general elliptic fibrations, Kodaira showed in [Kd2] that every
multiple fibers are obtained from an elliptic surface without multiple
fibers by logarithmic transformations.

His theory contained not only local but also global properties of
elliptic fibrations. This was generalized to the study of degenerations
of abelian varieties, where a particular open subset of the basic elliptic
fibration is considered as the Néron model. In the purely algebraic situa-
tion, birational equivalence classes are determined only by smooth parts,
or more strictly, by generic fibers. Hence the study of multiple fibers
is replaced by that of Galois cohomology groups H!(Gal(L/K), E(L)),
where F is an elliptic curve with origin (hence is fixed a group structure)
over a field K, L/K is a Galois extension, F(L) is the group of L-valued
points.

In the analytic situation, Kawai ([Kwi]) succeeded in generalizing
the construction of basic members to the case of elliptic fibrations over
surfaces, where the resulting ambient spaces were not necessarily non-
singular. Ueno ([U]) obtained their desingularizations, which however
are not distinguished models in their bimeromorphic equivalence classes.
To obtain a good model, we had to wait the development of the minimal
model theory.

Their basic members were also determined by functional and homo-
logical invariants. Now we know that giving these invariants is equiva-
lent to giving a polarized variation of Hodge structures of weight one and
rank two (cf. [G]). This is also equivalent to giving a Weierstrass model
[Ny4]. It was proved that every elliptic fibration admitting a section is
bimeromorphically equivalent to a Weierstrass model. Before [Ny4], Mi-
randa ([Mi]) studied the desingularizations of Weierstrass models over
surfaces, where he obtained flat minimal models after changing the base
surface by blow-ups.

Compared with the progress in the study of elliptic fibration ad-
mitting a global section, few results were known for general elliptic fi-
brations. For example, some interesting examples are found in the case
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multiple fibers appear. Especially, Fujimoto ([Fm]) constructed them
by a generalization of logarithmic transformation. Some of them in-
duce examples of deformations of complex manifolds under which the
plurigenera are not invariant.

The minimal model theory of projective varieties (cf. [KMM]) to-
gether with its generalization to complex analytic varieties [Ny3, §4]
allows us to study the minimality of elliptic fibrations. For the classifica-
tion of elliptic fibrations, it is essential to determine the relative minimal
models. Since Mori ([Mo]) has proved the three-dimensional flip conjec-
ture, there exist relative minimal models for a given projective elliptic
fibration over a surface. These minimal models usually have terminal
singularities and are not uniquely determined in their bimeromorphic
equivalence classes. However, every two bimeromorphically equivalent
minimal models are connected by a sequence of flops [Kw4] and [KI2].
We have studied elliptic fibrations over surfaces by applying the minimal
model theory in [Ny5], whose Main Theorem corresponds to Theorems
4.3.1 and 4.3.2.

Previous version

The author intended to write this paper as “Elliptic fibrations over
surfaces II,” that is a continuation of [Ny5]. He considered the cases of
non-unipotent monodromies and of multiple fibers, by taking a suitable
finite Kummer covering A? — AZ2. The study was reduced to that of
Galois actions on special basic fibrations. The classification of the ac-
tions was to be the contents of “Part II.” But a few months later, the
author obtained a generalization of Main Theorem of [Ny5] to the higher
dimensional case. The three-dimensional flip theorem ([Mo]) was essen-
tial in the proof in [Ny5]. He found a new idea to prove it without using
the flip theorem. By the progress, the classification of actions of covering
groups is also extended to higher dimensional case. This is essentially re-
duced to calculating Galois cohomology groups. The first version [Ny7]
appeared in a preprint series of Department of Mathematics, Faculty of
Science, University of Tokyo in 1991.

The construction of the first version is as follows: §§1-3 are devoted
to some basics on elliptic fibrations. The basic properties on period
functions for smooth elliptic fibrations are explained in §1. Especially,
variations of Hodge structures, basic elliptic fibrations and their torsors
are discussed. In §2, monodromy representations over a product of punc-
tured discs are studied. The types of monodromies are classified into: I,

10, 1™, ™, vl v 1, I'7) (cf. Table 2). The sets of smooth

elliptic fibrations over the base with a fixed variation of Hodge structures
are calculated in each type. Thus all the smooth elliptic fibrations over
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the product of punctured discs are described. However, the calculation
of Galois cohomology groups contains some errors. The canonical exten-
sion of the variation of Hodge structures to S = A? is explained in §3.
We have some results on locally projective or Kahler elliptic fibrations
from fundamental isomorphisms Corollary 3.2.1 for direct image sheaves
of canonical sheaves and from torsion free theorems for the higher direct
image sheaves. Examples of non-Kéhler elliptic fibrations are given. In
84, toric models are constructed, which are basic elliptic fibrations cor-
responding to variations of Hodge structures with non-trivial but only
unipotent monodromies. These are given by the method of toroidal
embedding theory. Similar constructions appeared in the study of de-
generation of abelian varieties (cf. [Nk], [Nm]). The last part of §4 is
devoted to proving the main results Theorems 4.3.1 and 4.3.2, which are
generalizations of Main Theorem in [Ny5]. In §5, elliptic fibrations over
curves are studied from a viewpoint of toric models. In §6, the case of fi-
nite monodromies is studied and possible elliptic fibrations are described
as the quotient space of basic smooth fibration by an action of Galois
group. In §7, the case of infinite monodromies are treated. However,
the calculation of some Galois cohomology groups in the case of IE:)) is
not clearly mentioned. It had two appendices, where elliptic fibrations
over surfaces are studied by the method of minimal model theory. In
Appendix A, the study of elliptic fibrations over a surface is shown to be
reduced, in some sense, to that of standard elliptic fibrations. They are
relative minimal fibrations with only equi-dimensional fibers and satisfy
more conditions. In Appendix B, the good minimal model conjecture is
proved for compact Kahler threefolds admitting elliptic fibrations. This
is a generalization of the unpublished paper [Ny6].

Present version

The author left the first version untouched about five years. In the
period, he received a paper [DG] of Dolgachev and Gross, where elliptic
fibrations over surfaces are studied in the purely algebraic situation. For
the use of étale cohomology theory, they looked carefully at the models
obtained by Miranda ([Mi]) and calculated similar Galois cohomology
groups. In our first version, the author did not understand the impor-
tance of describing the groups. In the study of the groups, he found
a kind of generalization of étale cohomology theory, by which we can
consider global structures of elliptic fibrations in the analytic situation.
This is named the d-étale cohomology theory and is written in [Ny8] in
1996. The results on Galois cohomology groups in this paper are also
derived from [Ny8], since the structure of £1(S, D, H) is studied in more
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general case. Under the influence of [Ny8|, the author decided to write
a new version of this paper. The preparation however has been slow.

The major difference between previous and present versions is as fol-
lows: §0 is added. Here an elementary descent theory, G-linearization,
and torsors are discussed. §§0-3 are still preliminary sections. In §2,
we change the base space S* to be a product of punctured discs and
polydiscs, i.e., S* = (A*)! x A9, We divide the case Igi)) into three
subcases (cf. Table 3). By a similar method to [Ny8], we calculate the
related group cohomologies in each type. Similarly to the previous ver-
sion, all the smooth elliptic fibrations over S* are described. In §3, we
explain more on the canonical extension of a variation of Hodge struc-
tures of rank two, weight one defined on S* to S := A?. In particular,
we determine possible period functions. In §4, we add a discussion on a
kind of generalization of torsors in §4.1, which are torsors in a sense of
bimeromorphic geometry. It is important, since our basic fibrations are
not group objects, but have group structures in meromorphic sense. We
also give an extension Theorem 4.1.1 of smooth projective elliptic fibra-
tions. The description of toric models in §§4.2 and 4.3 are essentially
same as before, except the following two things:

e The proof of Proposition 4.2.12 is replaced. Original argument
is combinatorial and the new one is an application of the theory
of elliptic surfaces.

e Another proof of Corollary 4.3.3 is added, in which the toric
models are not used. This is based on an argument of Viehweg
in [V, 9.10].

§85—-7 are devoted to the calculation of the set £1(S, D, H) and the
description of any projective elliptic fibrations over S = A¢ with dis-
criminant locus D. In §5, we consider not only the case S is a curve but
the case [ = 1, i.e., the discriminant locus D is a smooth divisor. We
have unique minimal models in this case. We treat the case H has a
finite monodromy group in §6 and the remaining case in §7. The calcu-
lation is much simpler than that in the previous version. In Appendix
B, B.8 is corrected.

Acknowledgement. Most results in the case “over surfaces” of
this paper are obtained when the author was supported by the Yukawa
foundation in 1990. The author expresses his gratitude to Professors
Masayoshi Miyanishi and Shuichiro Tsunoda for their hospitality and
warm encouragement. Professors Hironobu Maeda, Atsushi Moriwaki,
and Atsushi Noma gave him useful advice on IXTEX. After the first
version appeared, Professors Keiji Oguiso and Tohsuke Urabe informed
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their own proofs of Proposition 4.2.12. Professor Masahide Kato in-
formed related works to the examples of non-Kahler elliptic fibration in
Examples 3.3.4 and 3.3.5. The author is grateful for their kindness and
cooperation. He had chances to giving talks on this subject at Tokyo
Metropolitan Univ., Kyoto Univ., Hiroshima Univ., and Tokyo Insti-
tute of Technology. The experience is important for the modification to
this version. He expresses his gratitude for the hospitality, especially to
Professors Masahiko Saito, Hideyasu Sumihiro, Mikio Furushima, Takao
Fujita, and to the late professor Nobuo Sasakura. He had many chances
to discuss with Professor Yoshio Fujimoto, after moving to RIMS (Re-
search Institute for Mathematical Sciences) Kyoto University. That is
helpful to this modification and to another paper [Ny8]. The author
organized a seminar on this article in 1999 at RIMS. There, Prof. Fu-
jimoto, Dr. Daisuke Matsushita, Dr. Osamu Fujino and Dr. Hiromichi
Takagi attended and pointed out some errors. He greatly appreciates
their kindness. Finally, he is grateful to Professors Shigefumi Mori and
Yoichi Miyaoka for their encouragement and the suggestion for the pub-
lication.

Notation

We use the same notation as in [Ny3], [Ny4], and [KMM], and need
the following in addition.

Complex analytic space: We treat only complex analytic spaces
which are Hausdorff and have countable open bases. A complex analytic
variety means an irreducible and reduced complex analytic space. A
complex analytic manifold means a nonsingular complex analytic variety.
Every complex analytic manifolds should be connected.

Polydisc: Let A? be the d-dimensional unit polydisc

{(t1,t2,.--,ta) € C¥||t;| <1 for 1 <i<d}

with respect to a coordinate system (t1,t2,...,tq). The coordinate hy-
perplane {t; = 0} is often denoted by D;. We denote by A* the punc-
tured disc A \ {0}. Thus (A*)! x A%l ~ A\ U2:1 D;.

Exponential mapping: We denote the function exp(27/—12)
by e(z) for z € C. The universal covering space of the punctured disc
A* is isomorphic to the upper half plane H := {z € C| Imz > 0}. The
function z — e(z) induces a universal covering mapping H — A*.

Pullback of open subsets: Let f: V — W be a morphism of
complex analytic spaces. For an open subset U C W, we shall denote
the pullback f~1(U) by Viu-

Morphisms over a fixed base space: Let f: X — S and
g: Y — S be morphisms of complex analytic spaces. A morphism
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h: X — Y is called a morphism over S, if f = go h. A complex
analytic space over S is a morphism f: X — S from a complex analytic
space.

Duals: Dual objects are indicated by V. For example, we denote
by FV the dual Home, (F,Ox) for an Ox-module F of a complex
analytic space X.

Elimination: For a sequence of letters a;,as,...,a, and for 1 <
1 < n, if we eliminate a;, then we denote the remaining sequence by
1,02, ... A5y, Q.

Special complex numbers: We write w := e(27y/—1/3) and
i:=+—1.

Fibrations and Projective morphisms: A proper surjective
morphism f: X — S of complex analytic varieties is called a fibration
if X and S are normal and if any fibers of f are connected. A proper
morphism f is called a projective morphism if there exists an f-ample
line bundle (invertible sheaf) on X (cf. [Ny3]). f: X — S is called a
locally projective morphism, if there is an open covering | J Sy = S such
that X5, — S\ is a projective morphism for any A. Note that the
composite of two projective morphisms is not always projective. This
is only a locally projective morphism. The composite of two locally
projective morphisms is not always locally projective.

Minimal models: A fibration f: X — S is said to be a minimal
fibration (or a minimal model) over a point P € S, if the following
conditions are all satisfied:

(1) f is a (locally) projective morphism;

(2) X has only terminal singularities;

(3) X is Q-factorial over P (cf. [Ny3, §4]);

(4) the canonical divisor (class) Kx of X is f-nef over P, i.e., the
intersection numbers (Kx - C') > 0 for any irreducible curves C
such that f(C) = P.

Although, sometimes, a fibration f: X — S is said to be a minimal
fibration even if it does not satisfy the condition (3).

Elliptic fibrations: A fibration f: X — S is called an elliptic
fibration if general fibers are nonsingular elliptic curves. In this paper, we
shall treat mainly the projective elliptic fibrations (cf. §3.3). If dim S =
1, every elliptic fibration is a locally projective morphism. But there
is an elliptic fibration over A2 whose central fiber is a Hopf surface
(cf. Examples 3.3.4 and 3.3.5).

Sections: Let f: X — Y be a proper surjective morphism between
complex analytic varieties. A closed subvariety ¥ C X is called a section
of f if f induces an isomorphism ¥ ~ Y. If ¥ — Y is a bimeromorphic



194 N. Nakayama

morphism, then X is called by a meromorphic section. Furthermore a
morphism ¢: Y — X such that f oo = idy is also called a section of f.

Variation of Hodge structures: (cf. §1.1.) Since we consider
elliptic fibrations, we treat variations of Hodge structures only of rank
two and of weight one. Further we always assume such variation of
Hodge structures admits a polarization defined over Z.

§0. Descent theory

0.1. General situation

Let X be a complex analytic space and let 0: G x X — X be a
left action of a discrete group G. Suppose that the action is properly
discontinuous. For the quotient morphism 7: X — Y := G\ X, there
is a canonical morphism G x X 3 (g,z) — (g9z,z) € X xy X. It is
an isomorphism if the action is fixed point free. For a complex analytic
spaces Z, let F(Z) be one of the following categories:

(1) The category of sheaves of abelian groups over Z;
(2) The category of complex analytic spaces over Z.

Then we have pullback functors 7*: F(Y) — F(X), o*p4: F(X) —
F(G x X), and

P315 P32y o1t F(G x X) — F(G x G x X),

where p2: G x X — X denotes the second projection and p31, p3a, P21
the morphisms G X G X X — G x X defined by

P31: (g,h,x) = (ghal')’ P32: (g7h>$) = (h,I), P21: (g,h,:l,') = (g,h:c)

Suppose that there is an isomorphism 1 : £ ~ 7*5 for objects £ € F(X)
and n € F(Y). Then we have a natural isomorphism

¢ = ¢(n,9) := p5(Y)"H 0 d*(¥): 0¥E — Ty = pir*n — PiE,
which satisfies the following cocycle condition:

(0.1) P31(®) = P32(¢) © P31 ().

Definition 0.1.1. A pair (£, ¢) consisting of an object £ € F(X)
and an isomorphism ¢: 0*§ — p5€ satisfying the cocycle condition (0.1),
is called a G-equivariant object of F(X). A morphism f: (&,¢1) —
(&2, ¢2) is defined to be a morphism f: & — & in F(X) such that
1 0 p5(f) = éd200*(f). We denote by F(X,G) the category of G-
equivariant objects of F(X).
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Let us denote by L,: X — X the action of g € G. We can identify
L4 with the composite X = {g} x X C GxX 2 X. For an isomorphism
¢: 0*¢ — p5€ in F(X) and for an element g € G, let ¢, be the morphism
bg = P|{gyxx: L€ — £ Then the cocycle condition (0.1) is equivalent
to

(0.2) bgh = bn 0 L (dy)

for any g,h € G. Thus ¢ of a G-equivariant object (£, ¢) is determined
by the collection {¢4} satisfying (0.2).

The natural functor 7*: F(Y) — F(X) factors through F(X,G) —
F(X). As in the usual descent theory, we have the following:

Lemma 0.1.2. Suppose that the action of G on X 1is free. Then
the natural functor 7 : F(Y) — F(X,G) gives an equivalence of cat-
egories. That is, for a G-equivariant object (§,¢) € F(X,G), there
exist an object n € F(Y) and an isomorphism : £ ~ 7*n such that
é = ¢(n, ), and furthermore, the pair (n,) is uniquely determined up
to the following equivalence relation: (n,v) ~ (n',4") if and only if there
is an isomorphism 6: n — 1’ such that ' = 7*(6) o 9.

For two G-equivariant objects (€3, ¢1) and (&2, ¢2) of F(X), the set
Homp(x)(&1,&2) of morphisms admits a right action of G as follows: For
g € G and a morphism f: & — &,

. _ Do . Lolf) o ¢
f9=¢240Ly(f)o ¢1,;¢ & —3 L&y == Ly =4 &.

Similarly, for a G-equivariant object (£, ¢), we have a right action of G
on the automorphism group Autg(x)(§).

Lemma 0.1.3. Let (£, ¢) be a G-equivariant object of F(X). Then
the set of isomorphism classes of G-equivariant objects of the form (€, ¢’)
is identified with the cohomology set H1(G, Autp(x)(§)), where the ac-
tion of G on Autp(x)(§) is determined by ¢.

Proof. Let ¢}: L6 — £ be the restriction of ¢’ to {g} x X and set
p(g) = ¢g 0 qbg_l € Autp(x)(£). Then for g,h € G, we have

p(gh) = p(R) o ¢r o L (p(g)) o ¢, " = p(h) o p(g)".

Thus {p(g)} defines a cocycle in Z'(G, Autp(x)(€)). Conversely, for a
cocycle {p(g)}, the collection {¢} := p(g)o¢,} defines an isomorphism ¢’
satisfying the cocycle condition (0.1). Suppose that two cocycles {p1(g)}
and {p2(g)} define two isomorphisms ¢, po: 0*¢ — p3&, respectively.
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Then (&, ¢1) is isomorphic to (€, ¢2) in F(X,G) if and only if {p1(g)}
and {p2(g)} are cohomologous. Q.E.D.

Corollary 0.1.4. Suppose that the action of G on X 1s free. Letn
be an object of F(Y). Then the set of isomorphism classes of ' € F(Y')

admitting an isomorphism 7*n ~ 7*n’ is identified with the cohomology
set HY(G, Aut(1*n)).

0.2. G-linearization

Let X,Y,G be same as before. We shall recall the notion of G-
linearization (cf. [Mul]). For a sheaf F of abelian groups on X, a G-
linearization is an isomorphism ¢: 0 1 F — p; L F satisfying the cocycle
condition p3, (¢) = p35(d)ops;(p). Therefore this is the case F(Z) is the
category of sheaves of abelian groups on Z. For two G-linearized sheaves
(F1, 1) and (Fa, ¢2), the tensor product F; ® F3 has a G-linearization
1 ® ¢o. A G-linearization ¢ on the sheaf Hom(F;, Fy) is given by

¢: Hom(o ' Fr,07 ' Fa) 3 a s poao gy € Hom(py  Fi,p; ' Fa).

As in §0.1, from a G-linearization on F, we have a right action of G
on the set H°(X,F) = Homx(Zx,F). This is called the dual action
of G in [Mul]. Therefore, the direct image sheaf 7.F also admits the
right action of G. Let G be the G-invariant part of 7, F, ie., G :=
Homg, (6)(Zy , 7. F). If the action of G is free, then there is an isomor-
phism F ~ 771G by Lemma 0.1.2. The set of isomorphism classes of G-
linearizations of F is identified with the cohomology set H(G, Aut(F))
by Lemma 0.1.3. The cohomology groups H?(X,F) ~ HP(Y,7.F) have
also right G-module structures, since so does 7,F. Here we recall the
following:

Lemma 0.2.1 (Hochschild—Serre spectral sequence). Suppose that
the action of G on X 1s free. Let G be a sheaf of abelian groups on'Y .
Then there is a spectral sequence:

EP? = HP(G,H'(X,77(9))) = H""(Y,G).

In particular, if HY(X,771(G)) = 0 for any i > 0, then, for all p, we
have an isomorphism

H?(G,H°(X,77Y(G))) ~ H?(Y,G).

Next we shall consider the case F(Z) is the category of sheaves of
Oz-modules in §0.1, where Oz denotes the structure sheaf. The Ox
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has a natural G-linearization which is explicitly written as follows: The
isomorphisms ¢, : LQ_IO x =~ Ox are given by

H°(gU,0x) > f— f9 € H(U,Ox),

‘where U C X is an open subset and f9(z) := f(gz) for 2 € U. A G-
linearization of an O x-module F is called O x-linear if the multiplication
Ox xF — F is compatible with G-linearizations. Then we have the cat-
egory of G-linearized Ox-modules. This is identified with the category
of Oy-modules when G acts on X freely. For a G-linearized O x-module
F, the set of isomorphism classes of Ox-linear G-linearizations is iden-
tified with the cohomology set H'(G, Aute, (F)) by Lemma 0.1.3.

Next we shall consider a special case. Let M be an abelian group.
Suppose that X is connected and that there is a G-linearization ¢ on
the constant sheaf My := M ® Zx which is different from the trivial
G-linearization induced from My := M ® Zy. The ¢ corresponds to
an element of H(G, Aut(Mx)) by Lemma 0.1.3. Since X is connected,
we have Aut(Myx) = Aut(M) and thus G acts trivially on Aut(M).
Therefore, the cohomology set H' (G, Aut(Mx)) is identified with the set
Hom i (G, Aut(M)) of anti-group homomorphisms from G to Aut(M).
Thus M has a right G-module structure, which is nothing but the right
module structure of M = H°(X, Mx) induced from ¢. If M has a
right G-module structure, then there is uniquely a group homomorphism
p: G — Aut(M) such that 9 = p(g~!)(z) for any x € M. The tensor
product M ®z Ox has a natural G-linearization induced from My ~
771My and from the natural G-linearization of @x. We have another
G-linearization of M ®7 Ox from ¢ above. Thus we have:

Lemma 0.2.2. Suppose that X 1is connected and let M be an
abelian group. Then the set of G-linearizations of the constant sheaf Mx
is identified with the set Hom(G, Aut(M)) of group homomorphisms. For
a homomorphism p: G — Aut(M), the corresponding G-linearizations
of Mx and M ®gz Ox, respectively, are given in the following way:

H%(gU,Mx) =M 3z p(¢~")(z) € M = H°(U, Mx),
H(gU, M ® Ox)3v+—v? € HY(U,M ® Ox),
where U C X 1is a connected open subset, g € G and for z € U,
vI(2) := p(g~ " v(g2).

Suppose further that Y is a connected analytic space and let H be a
locally constant sheaf with fiber M, i.e., H is isomorphic to the constant
sheaf My locally on Y, and that 7: X — Y is the universal covering
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space. Then G is isomorphic to the fundamental group 7;(Y,y) for a
point y € Y and acts on X freely. Thus there exist an isomorphism
¥: Mx ~ 77 1H and also a G-linearization ¢ = ¢(H,) on Mx. Hence
we have a group homomorphism p: G = m1(Y,y) — Aut(M), which is
called the monodromy representation of H.

0.3. Torsors

Still let X, Y, G be same as in §0.1. We shall consider the case F(Z)
is the category of complex analytic spaces over Z. Let f: W — X
be a morphism of complex analytic spaces. Suppose that there is an
isomorphism ¢: 0*(W) = (G X X) Xx W - p3(W) :=(Gx X) xx W
over G x X satisfying the cocycle condition (0.1). Then the restriction
of ¢ to {g} X X defines an isomorphism ¢,: LyW ~ W. These ¢, satisfy
the cocycle condition (0.2). From ¢4, we have the following commutative
diagram:

Wt W ——w

L;(f)l lf

X — X
LQ

Let ¢(g): W — W be the composite of the morphisms appearing at the
top sequence in the diagram above. Then we have ¢(gh) = ¢(g) o p(h).
Therefore G acts holomorphically on W from the left and the action
is compatible with W — X. Therefore we have the quotient space
V =G\W over Y. If G acts on X freely, then so on W. Hence W — V
is étale and W ~ V xy X, in the case.

Next we shall consider a special case. Suppose that the action of
G on X is free. Let B — Y be an analytic space over Y admitting a
group structure, i.e., the functor Z — Homy (Z, B) from the category of
complex analytic spaces over Y to the category of sets factors through
the category of groups. Thus the set B(X/Y) := Homy (X, B) is con-
sidered as the group of sections of Bx := B xy X — X. We have a right
action of G on the group B(X/Y) = Homx (Yx, Bx) by §0.1. There is
an injection B(X/Y) 5 o +— tr(o) € Autx(Bx), where tr(g) is the left
multiplication mapping

Bx = B xy X 3 (b,z) — (o(z)b,z) € Bx.

This injection is a G-linear group homomorphism, i.e, tr(c9) = tr(o)? for
g € G and tr(oy02) = tr(o1) otr(os). A cocycle {o,} in Z' (G, B(X/Y))
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defines an element of H!(G, Autx(Bx)) and determines a smooth mor-
phism V — Y from the quotient space V := G\ Bx by the action:

Bx > (b,.’L‘) — (ag(a:)b,g:c) € Bx.
Then B — Y acts on V — Y from right by:
V xy B3 ([b,z],b') — [bb,z] €V,

where [b, z] denotes the image of (b,z) € Bx = B Xy X under the
quotient morphism Bx — V. Furthermore we have a Bx-linear isomor-
phism Bx ~ V.

Definition 0.3.1. A smooth morphism V — Y is called a torsor
of B—-Y if B—Y actsonV — Y from the right and there exist an
open covering {Y)} of Y and B-linear isomorphisms By, ~ V}y,.

The set of isomorphism classes of torsors of B — Y whose pullbacks to X
are trivialized is identified with the cohomology set H'(G, B(X/Y)) by
Lemma 0.1.3. The set of isomorphism classes of torsors of B — Y itself
is identified with the cohomology set H(Y,O(B/Y)), where O(B/Y) is
the sheaf of germs of sections of B — Y, i.e., H(U,O(B/Y)) = B(U/Y)
for open subsets U C Y. Therefore we have an injection

H'(G,B(X/Y))— H'(Y,0(B/Y)).

As an analogy of Lemma 0.2.1, we see that the injection is extended to
a sequence:

HY(G,B(X/Y))— H'(Y,0(B/Y)) — H'(X,0(Bx /X)),

which is exact in the following sense: If an element of H*(Y,O(B/Y))
goes to the trivial element in H'(X,O(Bx/X)), then it comes from
HY(G,B(X/Y)).

We can also consider similar things in the case the action of G is
not necessarily free. But for the resulting quotient space V', the induced
morphism V — Y is not necessarily a smooth morphism. We can also
consider the case that B — Y has only a meromorphic group structure
and the group G is finite. By replacing B(X/Y) by a group of mero-
morphic sections of Bx — X, we obtain a meromorphic action of G on
Bx from an element of H'(G, B(X/Y)). Since G is finite, we have a
meromorphic quotient V' (up to the bimeromorphic equivalence relation)
of Bx by the action.
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§1. Smooth elliptic fibrations

1.1. Variation of Hodge structures of rank two and weight
one
An elliptic curve C is isomorphic to a complex torus C/L, where
L =L, = 7Z+ Zw for some w € H. Under a natural isomorphism
71(C) ~ H1(C,Z) ~ L, we have the following two loops v; and g of C
corresponding to w and 1 in L, respectively:

11:[0,1]3t—tweC, ~7:[0,1]3t—teC.

For the coordinate z of C, dz defines a holomorphic 1-form on C. Further
H'(C,C) is spanned by the cohomology classes of dz and dz. The Hodge
decomposition H!(C,C) = H»° ¢ H%! is given by H? = Cdz and
H%! = Cdz. Let (e1,€e9) be the dual base of H!(C,Z) to (v1,70). Then
dz = eg + wey in H(C,C), since

/dz:l and /dz:w.
Yo 71

Let A\ HY(C,Z) ~ HQ(C, Z) — Z be an isomorphism sending ey A €3
to 1. Let Q: H'(C,Z) x H(C,Z) — Z be the induced skew symmetric
bilinear form. Then

v—1 v—1
/ Y dondz = Y 0(dz, dz) = Imw.
o 2 2
Let H{(C,Z) — (H"Y)V = Hom(H'° C) ~ C be the homomorphism

given by the integral
v = / dz.
¥

We see that the induced homomorphism H;(C,C) — (H*?)V is dual
to the injection H'® — H!(C,C). Moreover we have a commutative
diagram of exact sequences:

0— HW — HY(C,C) —— H" — 0

l g l

0 —— (H™)Y —— H(C,C) —— (H™)Y —— 0,

where q: H'(C,C) — H;(C,C) is the isomorphism by Poincaré duality
determined by @, explicitly by g(eg) = 1 and g(e;) = —o.

A polarized Hodge structure H = (H,Q, F'*) of rank two and of
weight one is defined to be the following data (cf. [D], [G]):
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(1) A free Z-module H of rank two;

(2) A skew symmetric bilinear form @Q: H x H — Z inducing an
isomorphism A% H ~ Z;

(3) A descending filtration of vector subspaces of H¢ := H ® C:

0= F?(Hc) C F'(Hc) C F°(Hc) = He

satisfying the following conditions:
- (a) dim F'(Hg) = 1;

(b) F'(Hc) ® F'(Hc) = Hc, where F1(Hg) denotes the
complex conjugate;
(c) v=1Q(z,T) > 0 for any nonzero element = of F'(Hc).

The Q@ is called the polarization of H and {F?} is called the Hodge filtra-
tion. The condition (c) is called the Hodge-Riemann bilinear relation.
For the elliptic curve C above, the data (H'(C,Z),Q, F! = H"?) form
a polarized Hodge structure of rank two and of weight one. Conversely,
any polarized Hodge structure of rank two and of weight one defines an
elliptic curve inducing the same Hodge structure.

Let S be a complex analytic variety. A polarized variation of Hodge
structures H = (H, @, F*) of rank two and weight one over S is defined
to be the following data (cf. [D], [G]):

(1) A locally constant sheaf H with fiber Z%2;

(2) A skew symmetric bilinear form Q: H x H — Zg inducing an
. : 2
isomorphism A\° H ~ Zg;

(3) A descending sequence of holomorphic subbundles:

0=F%H)C F'(H)C F°(H) =H := H® Os,

where the restriction (Hg, Qs, F* ® C(s)) to the fiber over any
point s € S forms a polarized Hodge structure of rank two and
of weight one.

Note that the Griffiths transversality condition is satisfied automatically
in this case.

Example 1.1.1. Let f: X — S be a smooth elliptic fibration,
i.e., a smooth proper surjective morphism with elliptic curves as fibers.
Then H := R'f,Zy is a locally constant sheaf with fiber Z®2. The cup
product R' f,Zx xR f.Zx — R?f.Zx and the trace map R*f,Zx ~ Zs
define a skew symmetric bilinear form @ on H. Let

d
0— f'0s > Ox 25 Q5 — 0
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be the relative Poincaré exact sequence. By taking higher direct images,
we have an exact sequence:

0— f*Q‘lx/S - le*f_los ~H®Os — le*OX — 0.

Let F'(H) be the subbundle f*Q})(/s of H:= H ® Og. Then the con-

ditions (a), (b), (c) above are satisfied on each fiber. Thus we have a
variation of Hodge structures of weight one and rank two from a smooth
elliptic fibration.

Let H be a variation of Hodge structures of rank two and weight
one whose local constant system H is trivial. Then we can choose a base
(eo,e1) of H(S, H) so that Q(eg,e1) = 1. Denoting Ly := H/F(H),
we have a surjection r: 0?2 ~ H — L. The sections r(eg) and r(e;y)
of Ly are nowhere vanishing. We then define a function by

w(z) == —

for z € S. The Hodge subbundle F'(H) is generated by w(z)e; + eo.
Hence the Hodge-Riemann bilinear relation implies that Imw(z) > 0,
i.e., w is a mapping into the upper half plane H. Let (eg, eg) be another
base of HO(S, H) with Q(e,e!) = 1. Then

(eren) =) (2 1)

for a matrix in SL(2,Z). Let w#(z) = —r(eg)/r(eg) be the similarly
defined function. Since w!(z)e! + e! is also a generator of F1(H), there

is a nowhere vanishing holomorphic function u(z) such that

(¢ g ()= ().

Thus u(z) = cw(z) + d and w#(2) = (aw(z) + b)/(cw(z) + d).
Definition 1.1.2. The w(z) is called the period function.

Next suppose further that there is a properly discontinuous action
of a discrete group I' on S and that the variation of Hodge structures
H admits a I'-linearization. This means that the locally constant sys-
tem H and Hodge filtrations F*(H) admit compatible I'-linearizations
which preserve the polarization ). For the right I"-module structure of
H°(S, H), we have a group homomorphism p: I' — Aut(H°(S, H)) such
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that 7 = p(v) 'z for z € H%(S, H). Since Q is preserved, we have a
matrix

in SL(2,Z) such that (€], el) = (e1, e0)p(y) ™. We shall write an element
of H%(S, H) = Ze; ®Zey by a column vector ¥(xz,y) consisting of integers
which corresponds to ze; + yeg. Let HY be the dual locally constant
system Hom(H,Zs) and let (ey,ey) be the dual base to (eg,e1). We
identify a row vector (m,n) consisting of integers with mey + ney in
H°(S,HY). Since (m,n) - Yz,y)” = (m,n)p(v~1) ¥z, y), the right I-
module structure of HY(S, HY) is described by (m,n)” = (m,n)p(7).
Let q: H — HY be the isomorphism defined by q(z)(y) = Q(z,y) for
z,y € H. Then we have g(ep) = €y, and g(e1) = —ey. More explicitly,

we have
q (;) = (z,y) (? _01>-

Thus q is compatible with I'-linearizations, since

‘p(v7h) = <(1) _01> p(7) ((1) _01)_1-

We shall also write an element of H°(S,H) by a column vector

f (Z))
v(z) =
=) (g(Z)
consisting of global holomorphic functions which corresponds to f(z)e; +
g(z)eg. Then the right I-module structure of H°(S,H) is given by

v(2)Y = p(y) " tv(yz). Since F!(H) is generated by w(z)e; + ey, for
each v € I', we have

o) () = (et +) (“5).

In particular, we have

_ayw(z) + by

Now we have the following commutative diagram of exact sequences:
0 —— FY{H) —— H —— Ly —— 0

H H H

0 —— Og %(’)?2#03—-—%0,
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where ¢ and p are defined by:

i1 (“’(12)) and  p: (gg;) — a(z) — w(2)B(2).

There is a I'-linearization on Og ~ L. The induced right action of I'
on H°(S,0g) is described as follows: For a holomorphic function f(z)
on S and for vy € T,

f(z) = (cyw(2) + dy) f(72).

The homomorphism H — Ly is isomorphic to the dual of F*(H) — H.
Thus the composite

1
H' L S H®Os — Ly
is induced from the following I'-linearized homomorphism:
HY ~7%% 35 (m,n) — mw(z) +n € Os.

Next, we consider a polarized variation of Hodge structures H of
rank two and of weight one on a complex analytic variety S whose local
constant system is not necessarily constant. Let 7: U — S be the univer-
sal covering mapping. Then 77 'H = (771H,Q, 7*F*(H)) is a variation
of Hodge structures with a trivial locally constant system. We have an
action of the fundamental group I' = 7,(S, s) for a point s € S on U and
a I'-linearization on the variation of Hodge structures 7='H. Thus by
the previous argument, we have a period function w(z) for z € U and a
monodromy representation p: I' — SL(2, Z) satisfying (1.1). Let Ly de-
note the quotient H/F(H). Then the homomorphism 7 *H — 7*Ly
is isomorphic to

ZE 5 (m,n) — mw(z) +n € Oy.

Here the right actions of v € I on H°(U,Z$&?) and H°(U, Oy ) are given
by:

(m,n) — (m,n)p(y) and f(z)+— f(2) = (cyw(z) +d,) f(72).

Therefore a polarized variation of Hodge structures of rank two and of
weight one is determined by a monodromy representation p: m1(S,s) —
SL(2,Z) and a period function w: U — H satisfying the condition (1.1).
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1.2. Smooth basic elliptic fibrations

We shall define the basic elliptic fibration associated with the vari-
ation of Hodge structures H on S. Let V(H) := V(Lg) — S be the
holomorphic line bundle associated with the invertible sheaf Ly. For
the injection H — Ly, we have a corresponding subspace L(H) C V(H)
étale over S. Locally on S, V(H) ~ S x C and L(H) ~ S x Z2. Since
L(H) is a discrete subgroup of V(H) over S, we can define the quotient
B(H) := V(H)/L(H). This is also described in the following way: Let
w(z) for z € U and p(v) for v € I = m1(S, s), respectively, be the period
function and the monodromy representation defined as before. For v € '
and (m,n) € Z%?, we define an automorphism ®(vy, (m,n)) of U x C by:

¢+ mw(z) + n)
cyw(z) +dy )

UxC>(z()r— (’yz,

Then for any 71,72 € I’ and (m1,n1), (ma,n2) € Z%2, we obtain

®(y1, (m1,n1)) 0 ®(72, (Mm2,n2)) = (1172, (M3, n3)),

where  (m3,n3) = (mz,n2) + (m1,n1)p(72).

Thus the semi-direct product I' x Z®? acts on U x C from the left.
Since this action is properly discontinuous and fixed point free, we have
the quotient variety B(H) smooth over S. By the argument of §1.1,
the quotient of U x C by the subgroup I' x 0 is isomorphic to V(H).
Therefore, we have an elliptic fibration p: B(H) — S canonically from
H. The zero section of V(H) — S defines a section go: S — B(H).
Note that Rp,Z B(H) =~ H as variations of Hodge structures. By the
construction, p: B(H) — S has a group structure whose zero section is
gg-

Definition 1.2.1 (cf. [Kdl]). The elliptic fibration p: B(H) —
S is said to be the smooth basic elliptic fibration associated with the
polarized variation of Hodge structures H.

Let 0: S — B(H) be another section of p. Since p: B(H) — S has
a group structure, we have the translation morphism tr(c): B(H) —
B(H) over S. Then tr(o) preserves the variation of Hodge structures
H,ie.,
tr(o)*: Rlp*ZB(H) — Rlp*ZB(H)

is the identity mapping. Conversely, we have the following:

Lemma 1.2.2. Let ¢: B(H) — B(H) be an automorphism over
S which induces the identity on H = Rlp*ZB(H). Then ¢ = tr(o) for a
section o: S — B(H).
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Proof. Let o: S — B be the composite of the zero section o¢: S —
B and ¢: B — B. Then the composite of ¢ and the inverse of the
translation tr(c) also induces the identity on R'p,Zg. Thus it is enough
to prove that ¢ is the identity morphism provided that ¢ preserves the
zero section. We see that this should be an identity on any fiber, by a
property of automorphisms of elliptic curves. Q.E.D.

Some properties on morphisms of elliptic curves are generalized to:

Lemma 1.2.3.

(1) Let Hy and Hy be two variations of Hodge structures of weight
one and rank two over S and let ¢: B(H,) — B(Hz) be a mor-
phism over S. Then ¢ = tr(o) o ¢ for the translation morphism
tr(o) by a section 0: S — B(Hz) and a group homomorphism
¢: B(Hy) — B(H3) over S.

(2) Let ¢: B(H) — B(H) be an automorphism over S preserving
the zero section. Then the order of ¢ is finite and is one of
{1,2,3,4,6).

Proposition 1.2.4 (cf. [Kdl]). Let f: X — S be a smooth elliptic
fibration of complex analytic varieties such that H ~ R'f.Zx as varia-
tions of Hodge structures. Assume that f admits a section o: S — X.
Then there exists an isomorphism h: X — B(H) over S such that
hoo = og.

Proof. Let Ax C X xg X be the diagonal locus, ¥ := o(S) C X,
p1,p2 the first and the second projections, respectively, and let X x =
p; 1(X) € X x5 X. We consider the invertible sheaf

N = oXxSX(AX — EX).
Then for any € X, we have an isomorphism
Nip=i(y = O-1(5ay (2] = [o(f(2))]),

where [z] denotes the prime divisor supported at x on the elliptic curve
f~(f(z)). Let c be the image of A under the natural homomorphism

H' (X x5 X,0%, ;x) = H'(X, R'p1.O% » . x)-

We shall also consider the following exact sequence induced from the
exponential sequence on X xg X:

0 _> Rlpl*ZXXSX — Rlpl*oXXSX - Rlpl*O;<XsX -

— R?p1,Zxxox ~TLx.



Local Structure of an Elliptic Fibration 207

We infer that R'p1.Zxxsx =~ f H, R'p1.Oxxsx ~ f*LH, and that
the natural inclusion H < Ly determined by the variation of Hodge
structures induces the injection Rlpl*ZXXSX — Rlpl*OXXsX above.
Let & be the cokernel of f~'H — f*Ly. Then ¢ € H°(X,&). Since
f*Ly — & is surjective, we have an open covering {X,} of X and
sections a) € H°(Xy, f*Lp) such that c/x, is the image of ax. Then

0 1
AAX X, — Yuxanx, € H (XaNX,, [T H).

The a) defines a morphism hy: Xy — V(H) over S. Further hy(z) —
hu(z) € L(H) for z € X) N X,. Therefore we have a global morphism
h: X — B(H) = V(H)/L(H) over S. By construction, h does not
depend on the choices of open coverings { X} and sections {a, }.

We shall show that h(X) coincides with the zero section of B(H) —
S. By considering the restrictions to ¥ ~ S of f~'H, f*Ly, &, and
Rlpl*O}XS v, we have the following commutative diagram:

HY(X,8) —— HO(X,R'P1.0%,.x)

l |

HY(S,Ly/H) ——  HO(S,Rf.0%).

The both horizontal homomorphisms are injective. From an isomor-
phism -/\/[Ex +x =~ Ox and the commutative diagram

HY(X x5 X,0%,.x) —— HYE x5 X,0%5, x)

HO(X)Rlpl*OS(XSX) - HO(Sale*O;()a

we infer that the image of cin H°(S, Ly /H) is zero. Thus h(X) coincides
with the zero section.

Finally, we shall prove that h is an isomorphism. We have only
to check it on each fiber of X — S. The restriction of h to a fiber
E := f~1(P) is essentially isomorphic to:

E >z O([z] — [0(P)]) € Pic’(E).

Therefore this is an isomorphism. Q.E.D.

We thus obtain a one to one correspondence between the set of
isomorphism classes of smooth basic elliptic fibrations and that of po-
larized variations of Hodge structures of rank two, weight one over S.
Next, we shall relate them with Weierstrass models [MS], [Ny4]. Let
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(L,a, ) be a triplet consisting of an invertible sheaf £ on S and sec-
tions o € H°(S, £L3(=9), g € H?(S, LB(~9)) such that 0 # 4a® + 2782 €
HO(S, £8(-12)), For the P?-bundle p: P := P(Os ® LZ? ® LZ3) — G, let
O(1) be the tautological line bundle. According to the natural inclusions

Og— OsBLE2BLD3, £LB?2 5 O0spLB2DL®3, LB OgpLZ?H L3,

we have sections Z € HO(P,0(1)), X € H°(P,O(1) ® p*(£L®(=2)), and
Y € HP,0(1) ® p*(£L2(=3)). Then Y2Z — (X3 + aXZ? + BZ3) is
a global section of O(3) ® p*£®(~12), The zero locus of the section is
called the Weierstrass model and denoted by Ws(L, a, 3). The section
{X =Z =0} of P — S is contained in Ws(L, a, 3), which is called the

canonical section.

Fact 1.2.5 ([MS]). Let f: X — S be a smooth elliptic fibration
admitting a section o: S — X. Then there exist a triplet (£, a, )
and an isomorphism pu: X — Wg(L,a,3) over S such that po o is the
canonical section.

In this case, £ ~ R' f,Ox and the discriminant 4a> 4 2732 is a nowhere
vanishing section. Therefore the following three sets can be identified to
each other:

e The set of isomorphism classes of variations of Hodge structures
of weight one and rank two over S;

e The set of isomorphism classes of smooth basic elliptic fibrations
over S;

e The set of triplets (£, a, 3) as above with 4o + 2732 nowhere
vanishing, modulo the following equivalence relation: (£, «, 3)
~ (L', a’,3") if and only if there is a nowhere vanishing section
e € H°(S, L' ® £L2—1) such that o = e*a’ and 3 = £°4'.

Remark 1.2.6. Let us consider thecase S=H={z€ C| Imz >
0} and w(z) = z for z € H. Then w defines a variation of Hodge
structures and the corresponding smooth basic elliptic fibration over H
is sometimes called the “universal” elliptic fibration. By the theory of
Weierstrass’ p-function, this is isomorphic to the Weierstrass model

Wu(Ou,a,8) ={(X:Y :2),2) e P> xH |
Y2Z = X® + a(2)X 2% + B(2) 2%},

where a(z) := —15G4(2), B(z) := —35G¢(z), and Gi(z) is the Eisen-

stein series
Gi(z) := Z (mz +n)~"
(0,0)#(m,n)€z®?
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of weight k. The following facts are known.
(1) 4a(2)® +278(2)? = —(1/16)A(z), where A(z) is the cusp form
of weight 12 of the modular group SL(2,Z) represented by

A(z) = (2m)2q [ (1 - ¢)*
for ¢ = exp(2myv/—12).

(2) The SL(2,Z)-invariant function

4a(2)?

i(z) = 4a(z)3 + 278(2)?

is called the elliptic modular function and induces an isomor-
phism SL(2,Z)\H ~ C.

(3) The function j(z) — 1273¢~! is a holomorphic function near
q=0.

Definition 1.2.7. Let H be a polarized variation of Hodge struc-
tures of rank two weight one. The J-function of H is defined to be
J(t) := j(w(z)), where 7(z) =t € S. The J-function of a smooth el-
liptic fibration X — S should be the J-function of the corresponding
polarized variation of Hodge structures.

In particular, the J-function of a smooth Weierstrass model W (L, a, )
— S is given by J(t) = 4a3/(4a® + 2762).

In papers [Kd1] and [Kwi], the J-function is called the functional
invariant and the monodromy representation of H (or that restricted
to the Zariski-open subset {t € S: J(t) # 0,1} ) is called the homo-
logical invariant. Here a period function w is a multi-valued analytic
function satisfying j(w) = J and the condition (1.1). A pair consisting
of such a period function and a monodromy representation is called a
characteristic pair in [U].

1.3. General smooth elliptic fibrations

Let Gy be the sheaf of germs of sections of the smooth basic elliptic
fibration p: B := B(H) — S. Then this is a sheaf of abelian groups.
From the surjection V(H) — B(H), we have the following exponential
exact sequence (cf. [Kd1]):

0—-H—-Lyg—6yg—0.

For n € H'(S,6p), we can define a torsor B(H)7 — S of p: B — S.
By a similar argument to [Kd1], we can prove the following:
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Proposition 1.3.1 (cf. [Kdl, 10.1]). Any smooth elliptic fibra-
tion f: X — S with an isomorphism R'f,Zx ~ H is isomorphic to
B(H)" — S for somen € H'(S,&y).

Proof. Since f is smooth, we have an open covering {S)}xea of S
and sections Sy — X|y,. Therefore there exist isomorphisms ¢y: Xy,
— By, by Proposition 1.2.4. Here we may assume that the induced
isomorphisms ¢} : (R'p.Zg)jy, — (R'f.Zx)u, are glued to the given
isomorphism H =~ R'f.Zx. Let us consider the composites ¢y , =
(pa o (f);l)[U,\ﬂUM- Then ¢, induces the identity on (Rlp*ZB)|UmUu.
Thus by Lemma 1.2.2, there exists a section 7, , such that ¢, , is the
translation morphism tr(ny ,). Since ¢y, 0 @, © @y is identical over
UsnU,NnU, for \,p,v € A, we have 7y , + n,. + Mun = 0 over
UxNU,NU,. Therefore f: X — S is isomorphic to B(H)" for n =

{720t anea- Q.E.D.

We shall explain more about the cohomology class 7. For a smooth
elliptic fibration f: X ~ B(H)" — S, let us consider the following
commutative diagram:

0 —— R'f.Zx —— R'f.0Ox —— R'f.0%x —— R*f.Zx

O—— H ——1 Ly —— 6y —— 0.

Then we have a homomorphism ®x: &g — R! f+O% such that the
sequence

1.2 0— Gy XX RU.O% - R2f.Zx ~ Tg — 0
X

is exact. We have the following description of ®x: Let Xg := 0o(S) C
B(H) be the zero section and let ¥ be a section of p: B(H);,, — U for
an open subset Y C S. We shall take an open covering {U,} of S and
isomorphisms ¢y : Xy, — B(H)y, as in the proof of Proposition 1.3.1.
Let M be the invertible sheaf

(b:((')(z - z:0)|B(H)IU,\mu>'

Since ¢ o ¢! on B(H)\y,nv. is the translation mapping by a section
I |UxNU,, pPp
T, there exist invertible sheaves N, , on Uy N U, NU such that

(M) uarvu = M) oaao.nu © F*Na -

Therefore we have an element ®x(X) € H°(U, R' f.O%), which does
not depend on the choices of open coverings {U,} and isomorphisms



Local Structure of an Elliptic Fibration 211

¢x. This is a description of the homomorphism ®x: H°(U, Sy) —
H°(U, R'f.O%). Let us consider a connecting homomorphism

(1.3) 7= H°(S,Zs) — H'(S,6x)

of the sequence (1.2). By the description of ® x, we see that the image
of 1 is just n. Thus we have proved:

Lemma 1.3.2 (cf. [Ny8]). Let f: X — S be a smooth elliptic fibra-
tion with H as a variation of Hodge structures. Suppose that X ~ B(H)"
over S. Then there exists an exact sequence (1.2) and the image of 1
under the connecting homomorphism (1.3) is 7.

Proposition 1.3.3 (cf. [Kd1, 11.5]). Let f: X — S be a smooth
elliptic fibration and letn € H'(S,& ) be the corresponding cohomology
class. Then the following three conditions are equivalent:

(1) There is a prime divisor D C X dominating S;

(2) The smooth elliptic fibration f: X — S is a projective mor-
phism, t.e., there is an f-ample line bundle on X

(3) 71 is a torsion element of H*(S,&g).

Proof. (1) = (2): The invertible sheaf Ox (D) is f-ample.
(2) = (3): By (1.2), we have the following long exact sequence:

0 — H%S,&6y) — H°(S,R' f,0%) — H°(S,Z) — H'(S,&y).

An f-ample invertible sheaf defines an element of H(S, R! f,0%), which
is mapped to a positive integer in Z = H°(S,Z). Thus by Lemma 1.3.2,
the 7 is a torsion element.

(3) = (1): Let us assume that mn = 0 for a positive integer m.
We shall consider the multiplication by m:

mx: B(H)2b—mb=b+---+b¢€ B(H).

Then by gluing mx: B(H)s, — B(H)s,, we have an étale finite mor-
phism p: X ~ B(H)" — B(H)™" ~ B(H). Thus an irreducible com-
ponent D of p*(3) dominates S. Q.E.D.

By the proof, we can take a divisor D C X in (1) to be étale over S.
However in general there is a prime divisor of X which is not étale over

S.

Example 1.3.4. Let us consider the ruled surface ¥; := P(O &
O(—1)) — P! and a double covering E — P! from an elliptic curve. Let
V be the fiber product ¥; xp1 E. By considering the blow-down ¥; — P?
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of the unique (—1)-curve, we have a morphism h: V — ¥y xE — P2x E.
The image h(V) C P2 x E dominates P2, but h(V) — P? is not étale.

In the case the mapping degree of D — S is one, we have:

Lemma 1.3.5. Let f: X — S be a smooth elliptic fibration over
a complex manifold S. If a prime divisor D of X dominates S bimero-
morphically, then D — S 1is isomorphic.

Proof. Suppose that h := fijp: D — S is not an isomorphism.
Then the support of a non-trivial fiber h=!(s) is an elliptic curve. On
the other hand, we have a bimeromorphic morphism v: M — D from a
manifold M such that every non-trivial fiber of horv: M — S is a union
of rational curves. This is a contradiction. Q.E.D.

1.4. Smooth elliptic fibrations whose pullbacks are basic

Let f: X — S be a smooth elliptic fibration, 7: U — S the universal
covering mapping, and let I' = 7,(S,s). Suppose that the pullback
fu: U xg X — U admits a global section. Let p: B = B(H) — S be
the basic smooth elliptic fibration associated with the variation of Hodge
structures H induced from f. By Proposition 1.3.1, f is considered to be
a torsor of p and it corresponds to a cohomology class n in H(S,&p).
Further by Lemma 0.1.3, 7 is contained in H(T', H*(U, 77 1S y)), where
we consider the following edge sequence of the Hochschild—Serre spectral
sequence Lemma 0.2.1:

0— HYT,H(U,77'6y)) — HY(S,65) — H(T, HY (U, 7 '6x)).
Looking at the exact sequence:
(14) 0—=7'H~ZP - 17 Ly)~O0p - 776y =2 6,15 — 0,
we have an isomorphism
H(U,8,-1g) ~ H'(U,Oy)/(Zw + Z),

where w: U — H is the period function, since U is simply connected.
Hence an element of H1([', HY(U,&,-1y)) is represented by a collection
of global holomorphic functions {F,(z)} er on U satisfying the cocycle
condition:

(1.5) F.s(z) = Fs(2) + (csw(z) + ds) F,(6z) mod Zw(z) + Z,

for z € U and 7,6 € T (cf. §1.1). Two collections {F§1)(z)} and
{F,sz) (2)} of holomorphic functions determine the same cohomology class
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in HY(I', H*(U, &, -1y)) if and only if there is a global holomorphic func-
tion H(z) on U such that

(1.6) F§1)(z) — Fy) (z) = H(z) — (cyw(2) +dy)H(vz) mod Zw(z)+Z.

Let F' := {F,(2)} be a collection satisfying (1.5) and let By := B(r"'H)
~ UxgB(H). Then F defines a left action of I" on By, which is described
as follows: For v € T', let us define the following automorphism of U x C:

¢+ Fy(2) )
cyw(z)+dy )"

Then it induces an automorphism ® () of By ~ U x C/(Zw+2Z). Here
we have ®p(y) o ®p(6) = ®pr(y6) for v,6 € T'. Thus we have the left
action by ® 7 which is compatible with the action of I" on U. Let B
be the quotient I'\ By by the action. Then we have a smooth elliptic
fibration pf' : BY — S. Therefore we have:

Lemma 1.4.1. Let f: X — S be a smooth elliptic fibration which
induces the variation of Hodge structures H on S. Suppose that U x g
X — U admits a global section for the universal covering mapping
U — S. Then there is a collection of global holomorphic functions

F = {F,(2)}yer (s,s) on U satisfying the condition (1.5) such that f
F: BF

UxC>3(z2,)— (fyz,

s tsomorphic to p — S over S.

Remark. Since By >~ U x C/(Zw +Z), we can describe B¥ as the
quotient of U x C by an action of a suitable group. Let ®g(vy, m,n) be
an automorphism of U x C defined by

Bt )
cyw(z) +dy ’

UxC>3(z()— (fyz,

for m,n € Z. For v,6 € T, let us define a pair (A, s, B, s) of integers by
A, sw(z) + By s := F5(z) — Fys(z) + (csw(z) + ds) F, (62).
Then we have ®g(vy,m1,n1) 0 (8, ma, n2) = ®p(v8, ms, n3), where

b
() = (ma ) + () (&7 17

) + (Ay,5, By5)-

Let c be the cohomology class determined by {(A. s, B, s)} in H*(T,
Z%?). Then we have a corresponding group G(c) which is an extension
of T' by the right I-module Z®2. We have a left action of G(c) on
U x C by ®r. The correspondence F' — c¢ induces a homomorphism
HY T, HY(U,S,-1y)) — H?*(I,Z%?%), which is derived from the exact
sequence (1.4). The B¥ is isomorphic to the quotient space G(c)\(U x
C).

Yy d’Y
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§2. Smooth elliptic fibrations over (A*)! x Ad—!

2.1. Monodromy representations

Let S be a d-dimensional unit polydisc A?¢ with a coordinate system
(tl, to,... ,td), le.,

S={(t1,tz,...,tq) € C?|t;] < 1 for any i}

for a positive integer d. Let D be a divisor {t1t3 - --¢; = 0} for a positive
integer | < d, ie.,, D = Zf;=1 D;, where D; = {t; = 0} is the i-th
coordinate hyperplane. We denote by S* the complement S\ D and by
j: 8* — S the natural inclusion. Since S* is isomorphic to (A*)! x A4~
the universal covering space U of S* is isomorphic to H! x A2~ where H
is the upper half plane {z € C| Im 2z > 0}. For a coordinate system z =
(21,22, .-,21,t141, - - -, tq) of U, the universal covering mapping e: U —
S* is given by:

e(z) = (e(z1),e(z2),...,e(z1), tix1,-- -, td),

where e(z) := exp(2mv/—1z). For 1 <14 </, let 7; be the automorphism
of U defined by:

(21,22, 52, t) = (21,22, - -+, 2im1, 20 + 1, 2ig1, - 2, E),
where t' = (ti41,t142,...,td). Then the fundamental group 71 := 11 (S*)
is a free abelian group of rank [ generated by ~;,v2,...,v.

In this section, we shall consider smooth elliptic fibrations defined
over S*. First of all, we shall describe all the variations of Hodge
structures of rank two and weight one defined over S*. Note that
the monodromy matrices are quasi-unipotent by Borel’s lemma (cf. [Sc,

(4.5)]). We have the following classification of quasi-unipotent matrices
in SL(2,7Z):

Lemma 2.1.1 (cf. [Kd1]). A quasi-unipotent matriz in SL(2,7Z) is
conjugate exactly to one of the matrices of Table 1 in SL(2,Z).

Table 1. Quasi unipotent matrices in SL(2,Z).

I, (a€2) i i} v
1 a 1 1 0 1 0 1
0 1 —1 o) \-1 o) |\-1 1

I; (beZ) s I v*

S [l
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The monodromy matrix p(7y;) for ; is said to be the monodromy matriz
around the coordinate hyperplane D;.

Lemma 2.1.2. Let g(t) be a holomorphic function ont € S* such
that e(g(t)) is a meromorphic function on S. Then g(t) is holomorphic
also on S.

Proof. There exist integers a; for 1 < 7 < | and a nowhere van-
ishing function u(t) on S such that e(g(t)) = u(t) H2=1 t*. We have a
holomorphic function h(t) such that u(t) = e(h(t)) on S. Then for the
coordinate system (21, 22,...,2;,t") of U, we have

l
g(t) — h(t) — Z aizi € 7.

Since this is a constant function, a; = 0 for all <. Hence g(t) is holomor-
phic on S. Q.E.D.

Lemma 2.1.3 (cf. [Kd1, 7.3]). Let p: m; — SL(2,Z) be the mon-
odromy representation associated with a variation of Hodge structures
of weight one rank two defined on S*. Then the conjugation by a suit-
able matriz in SL(2,7Z) changes all the monodromy matrices p(7;) to be
matrices listed in Table 1 at the same time. If p(7y;) corresponds to the
matriz of the form 1, or I, then a > 0.

Proof. By Lemma 2.1.1, the first assertion is derived from the com-
mutativity of p(y)’s. For the rest, we may assume that d = [ = 1
and p(y1) is of type I, or I’. Then the period function w(z) satisfies
w(z +1) = w(z) + a by (1.1). Thus the function e(w(z)) is invariant
under the action of m;. Thus there is a holomorphic function W (t) on
S* such that W(e(z)) = e(w(z)). Since |W(t)| < 1 for any t € S*,
W (t) is still holomorphic over 0 € S. On the other hand, the func-
tion w(z) — az is also invariant under the action of 7. Thus we have a
holomorphic function g(t) on S* such that g(e(z)) = w(z) — az. Then
W (t) = t*e(g(t)). Thus g(¢) is also holomorphic over 0 € S by Lemma
2.1.2. Therefore a > 0. Q.E.D.

We can define the types of monodromy representations p: m; —
SL(2,Z) as in Table 2. By Lemmas 2.1.1 and 2.1.3, any monodromy
representation p is one of types as above, up to conjugation in SL(2, Z).
We call the image of p by the monodromy group. If the monodromy group

is not finite, then p is of type I ) or Igi)).

ai,as,...,a;) € Z%9, where p(y;) is of type I, for 1 < ¢ < I. Further
Y yp i

we put a := ged(a). In the cases I(()*) and IE:_)), let ¢; be one of {0,1}

In the case I 4, we set a :=
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Table 2. Type of monodromy representations.

Io | All the p(vy;) are of type Io.
I(*)
0

One of p(7;) is of type Ifj. Others are of types Iy or I.

1™ | One of p(7:) is of type Il or II*. Others are of types Iy, I,
IT, II*, IV or IV*.

1™ | One of p(7;) is of type IIT or III*. Others are of types I,
I¥, 11T or III*.

Ing) One of p(~;) is of type IV or IV*. Others are of types Iy,
IV or IV*.

v™ | One of p(7:) is of type IV or IV® and another p(v;) is of
type I§j. Others are of types Iy, I§, IV or IV*.

I+) | Any p(v;) is of type I4,, where one of a; is positive.

) One of p(y;) is of type I; . Others are of types I,; or I,
where one of a; is positive.

(%)
Table 3. Subcases of I( 1y

IE?)(O) a*=0 mod 2

IE:_))(I) a*=c mod 2

IE?)(Q) a*ANc#0 mod 2

such that (—1)¢ is the eigenvalue of p(v;). We set ¢ := (c1,cq,...,cr).

In the case IE:)), we further define a} := (—1)%a;, where p(~;) is of type
I, or I}, We also set a* := (a,a3,...,a}). We divide the case I?,

into three subcases as in Table 3.

Proposition 2.1.4. Let p: m; — SL(2,Z) and w(z), respectively,
be the monodromy representation and the period function associated with
a variation of Hodge structures of rank two and weight one defined over
S*. The following four conditions are equivalent:

(1) The type of the monodromy representation is either 11y or IE:_));

(2) There exists a holomorphic function h on S such that the period
function is given by

l
w(z) = }: aiz; + h(t),
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where one of a; is positive;
(3) The J-function J(t) = j(w(z)) is not holomorphic at {0} in S;
(4) The monodromy group is not a finite group.

Proof. (1) = (2): For the function g(z) := w(z) — Z,lizl aizi, we
have g(vy;2) = g(z) for any ~;. Thus there is a holomorphic function h(t)
ont € S* such that g(z) = h(t). As in the proof of Lemma 2.1.3, we have
also a holomorphic function W (t) on S such that W (t) = Hi=1 tie(h(t))

on S*. Therefore e(h(t)) is meromorphic on S. Thus h(t) is still holo-

morphic on S by Lemma 2.1.2.

(2) = (3): By (2), we have e(w(z)) = u(t) Hi:l t?* for a nowhere
vanishing function u(t) on S. Thus by Remark 1.2.6, J(t) is a mero-
morphic function with poles of order a; on each coordinate hyperplane
D;.

(3) = (4): Suppose that the monodromy group is finite. Then we
can take a Kummer covering

T: AT =AM AL S 0= (61,02,...,0,,t") — (07,052,...,07 t') € S

such that the pullback of the variation of Hodge structures on 771(S*)
has a trivial monodromy group. Thus there exists a holomorphic func-
tion H(6) on A? such that w(z) = H(#) = H(#',t') for ' = (e(z1/m1),
e(z2/ma2),...,e(z1/my)). Hence J(t) = j(w(z)) = j(H()) is holomor-
phic on A¢. Thus J(t) is also holomorphic on S.

(4) = (1): Trivial. Q.E.D.

Corollary 2.1.5. The J-function J(t) = j(w(z)) induces a holo-
morphic map J: S — P. The image contains oo if and only if the

monodromy representation is of type I(4y or IEI_)).

The classification of possible period functions w(z) is given in Corollary
3.1.6.

2.2. Classification of smooth projective elliptic fibrations

over (A*)! x Ad-!

Let H be a variation of Hodge structures of weight one and rank
two on S* = (A*)! x A%"!. We may assume that for the monodromy
representation p: m; — SL(2,Z), every p(v) for v € m are matrices
listed in Table 1. The Hodge filtrations are determined by the period
function w(z) on U such that

aw(z) + by ay b
=—1—2—" wh =7 7).
w(72) cyw(z) +dy’ ere p(v) ¢y  dy
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By Proposition 1.3.1, any smooth elliptic fibration on S* is isomorphic
to B(H)" — S* for some n € H'(S*,Gpy). Let us consider the exact
sequence

0—-H—-Lyg—6yg—0.

Since H*(U,Z) = H*(U,Oy) = 0 for © > 0, applying Lemma 0.2.1, we
have isomorphisms:
HP(S* H) ~ HP(ny,7%%), HP(S*,Ly) ~ HP(m, H° (U, Op)),
HP(S8*,6y) ~ HP (11, HO(U,Ge-15)),
H'(S*,6y) ~ H*(S*, H) ~ H?*(m,, Z%9?)

for any p. From the vanishing H'(U,e '&y) = 0, we see that any
smooth elliptic fibration over U admits a global section. Therefore by
Lemma 1.4.1, for any smooth elliptic fibration X — S* having H as
a variation of Hodge structures, there is a collection of holomorphic

functions F' := {F,(z) |y € m1} on U such that F' satisfies the condition
(1.5) and X ~ B(H)¥ over S*.
Theorem 2.2.1 ([Ny8, (3.1)]). The group cohomology groups
HP (71, Z%%) are calculated as in Table 4.
Proof. Let R:=Z|m] = Z[’ylﬂ,'y;tl, e ,vlﬂ] be the group ring for
71 ~ Z®. Then we have a standard resolution
p+1 P

= NB) = ANR®) = = R—>Z—0

of the trivial w;-module Z, where the canonical base e;, Ae;, A---Ae;, €
APHHR®) for 1 <ig < iy < --- < i, <1 is mapped to

p
S (—1es Aeiy Ave AEG Ao N (1= i,).
j=0

The group cohomology HP (w1, Z%?) for the right 7-module Z®2 is iso-
morphic to the p-th cohomology of the complex

P p+1
- — Homp(/\(R®),2%?) S Homg( /\ (R®"),2%%) — ---

Let I be the unit matrix. Then the dP is described as:

d?(z) (e, Neig Ao+ A eip)

D
=Y (~Dialein Aei, A AE A Aer )T - plri,)).
=0
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We denote i := /—1 and w := exp(27y/—1/3). Let A be the commuta-
tive algebra defined as follows:

(2, in the cases I, I{";
A= Z]w], in the cases II(*), IVS:“), IV(_*);
I it in the case III*);
2), i ()
kZ[e]/(E ), in the cases I(4), I(+),

Then we can consider Z®? as an A-module by regarding the elements 1,
w and ¢ as:

(0 -1 (-1 -1 _ (01
t 1 o) ¢ 1 0) 7 \o o)

Thus there is a natural ring homomorphism ¢: R — A from which the
R-module structure of Z®? is derived. More precisely, ¢(v) is deter-

mined according to types of the matrix p(-y) as in Table 5. For all the
)

cases except I, I(()* , we have the following isomorphism Z%? ~ A as

Table 4. List of cohomology groups HP(m1,Z%?).

Type | H? | H HP (p > 2)
IO Z®2 Z@2l 2692(;’)

10 | o | @ep® | (@226
11 0 0 0
me o | z/22 (2/22)°(2)
v | o |z (2/32)2(=3)
v 0 0

I, | 2 |28 ez/0z|2%6) ¢ (2/0z)®G )
* -1
0| 0 | @ep® | (@6
* -1
| o Z/AZ (2/42)®-3)
* 1—1
IH@ | 0 Z/22, (z/22)26)




220 N. Nakayama

Table 5. Image of ~.
v || I§ | II | II* | IO | IIT* | IV | IV® I, I
dy) |1 ]| -1 —w|—w?|—-i| i |wW?| w |14+ae]| —(1+ae)

A-modules:

mw +n, in the cases II*) IV(:), IV(_*);
792 5 (m,n) — { mi+n, in the case III*:

: (*)
m +ne, in the cases [(4), I(+).

We define b; := 1 — ¢(v;) € A and b := (by,bs,...,b) € A®". Then
HP(7ry,Z%?) is isomorphic to the p-th cohomology group of the following
complex:

2
0— MM (A®) 2 Mes \AH 2.,

where M = Z%? as an A-module. Here for x € M ® \P(4®!), bAzx
is defined as follows: Let z;, ;,, .., be the (i1,i2,...,ip)-coefficient of
for 1 <43 < iy < --- < i, <. Then the (i,11,...,7p)-coefficient of
bAzfor 1 <ig<iy <--- <ip <[is defined by:

p
Z(—l)Jwio,il,...,fj,...,ip - by

=0

We shall calculate the cohomology group HP = HP(m,Z%?) in each
type of monodromy representations.

The case Iy: We have A = Z and b = 0. Thus HP ~ Z®? o \P(Z9).

The cases II*) and TV™): In the case II(*)7 one of b; is 1 + w = —w?
or 1+w? = —w. Since these are units of A = Z|w], there is a matrix P €
GL(l, A) such that b = (1,0,...,0)P. Therefore for an x € AP(A®!),
bAx =0 if and only if = b A y for some y. Hence H? = 0 for any
p. In the case IV(j), one of b; is 1 —w or 1 — w? and another b; is 2.
Since (1 —w) —2 = w? and (1 —w?) — 2 = w are units in A, by the same
reason as above, we have HP = 0 for any p.

The case Ig*): We have A = Z and b = 2c. Then we can find a
matrix P € GL(l,Z) such that ¢ = (1,0,...,0)P. Therefore, if x €
N (Z®') satisfies bAx = 2c Ax = 0, then = ¢ A y for some y €
AP~ (ZP)). Suppose that the & = ¢ A y is written by b A 3’ for some



Local Structure of an Elliptic Fibration 221

y € AN (Z®). Then y — 2y’ € Ker(cA). This implies

(2.1) y mod 2 € Im (c/\: p/_\((Z/ZZ)®l) — p/—\((Z/ZZ)@l)) :

Conversely, if y satisfies the condition (2.1), then cAy = bA Yy’ for some
y'. Therefore we have

p—1 p—1

HY ~ 292 @ N\ ((2/22)%/)(Z/2Z)c) ~ 29* ® N ((2/22)®7D).

The cases ITII*), IVST), IE:)) (0), IE:_)) (1): We have an element u € A®!
such that v = (1,0,...,0) - P for some P € GL(l, A) and b = du. More

explicitly, we can choose

(1—4, in the case III®;

1 - w, in the case IVST);
2, in the case I(*))(O);

€+

: %)
2 —¢, in the case I(+)(1).

>
Il

\

Further u = ¢ — (¢/2)a* and u = ¢ — (¢/2)(a* — ¢) in the cases IE?)(O)

and IE:))( 1), respectively. Therefore for an £ € AP(A%), bAz = 0 if and

only if ® = u A y for some y. For such y € Ap_l(A®l), the condition:
uAy =DbAy for some y' € AP (A®) is equivalent to: y mod § is
contained in the image of uA. Thus

p—1

HP ~ \\ ((A/64)%/(A/5A)u) ~ ,,/_\ ((A/64)80-D),

We note that

(Z/QZ, in the case ITI™);
Z7/3Z, in the case IVST);
(Z/2Z)®%, in the case IEH(O),

| Z/4Z, in the case I(i))(l).

The case I(4): Let u € Z®! be the vector such that @ = au. Then
u = (1,0,...,0)- P for some P € GL(l,Z). We have b = —asu. We take
an element = xq+cx; € A\P(A®!), where xo, 21 € AP(Z9"). Then bA
x = 0 if and only if ¢y = w Ay, for some y, € AP~ (Z®!). Furthermore
for such y, and @, w Ay, + @1 = b A v for some v € AP~ (A% if
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and only if uw Ay, = 0 and @1 = au A v, for some vy € A° " (Z®).
Therefore HP is isomorphic to

Im (u/\: p/_\ (28 — /p\(Z@l)> @ Coker (au/\: p/\ (78" — /p\(Z@l)>
~ /\(z@l Jzu) o \(Z%) [ (cwn \ (Z)
~ /\ (2% ) Zu) @ /p\(Z@l/Zu)@ (p/_\ (Z@’/Zu)®Z/aZ>

~720) @ (2/az)®G7).

The case IE+))(2): We have b = 2¢ — ca*, where cAa* # 0 mod 2.

Let us take an element € = xo + ex; € AP(A%), where xo,x; €
AP (Z®'). Suppose that bAx = 0. Then cAzg = 0 and a* Az = 2cAx;.
Thus there exist y,,y; € AP _1(Z®l ) such that

o =CcNYy, 2x1=-a"ANy,+cAy;.

Since ¢ A a* Z 0 mod 2, we have zg, 21,29 € /\p_z(Z@l) and yg, Yy €
N ~H(Z®") such that

Yo=cCcAzog+a* Nzy+2y,, Y;=cAzy—a*Azg+2y].
Therefore we have
(2.2) To=cAha*ANz1+2cNyy, T =-—-a*ANyy+cAy].

Conversely, if there exist z1,y(, y; satisfying (2.2), then © = xg + ex;
satisfies b A ¢ = 0. Next for such z1, ¥y, y], suppose that &g + cx; =

b A (wo + ew;) for some wg, w; € /\p_l(Z@l). Then we have
cANa* Nz +2chyy =2cAwy, —a*Ayy+chy] =2cAw;—a* Awy.

Therefore there exist vo,v; € A*7°(Z%2) and 2|, q € N'"*(Z%) such
that

zi=a*Avg+cAvy +22], wo=yy,+a*Nz]+cAq,
cAyY] =cA(a* Aq+2w).

Hence we see

(2.3) cNa* Nz =0 mod2, cAa*ANy;=0 mod 2.
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Conversely, if z; and vy satisfy the condition (2.3), then @y + ex; =
bA(wo+ew; ) for some wo, w1 € AP~ (Z®). Therefore HP is isomorphic
to

Im (c/\ a*A: p/_\ (2% — /Z)\(Z/ZZ)@I)

p—1 p+1
® Im (c/\a*/\: /\(Z@l) — /\(Z/2Z)@l>

p—2 p—1
~ N\ (2/22)°0Y ¢ \ (2/22)20? ~ (2/22)°().

Thus we are done. Q.E.D.

In order to obtain a collection {F,(z)} of holomorphic functions on
U = H x A4l satisfying (1.5), it is enough to have a collection of
holomorphic functions F = {F;(z)}._, satisfying the condition:

(2.4)  Fj(z) — (cy,w(2) + dy,) Fj(7i2)
= Fi(z) — (cy,w(2) + dy,)Fi(vjz) mod Zw(z) +Z
for all 1 <,5 <. Once we have a collection F' satisfying the condition
(2.4), then we have a smooth elliptic fibration Bf — S* as the quotient
of By by the following action of v; € m ~ Z®:
¢+ Fi(z)
cyw(z) + dy, ’

[Zv C] = 17z,

where [z, (] denotes the image of (z,{) € U x C under the morphism
U xC — By ~U x C/(Zw + Z). For two collections F = {F;}._, and
F' = {F!}}_,, they induce same elliptic fibration if and only if there
exists a holomorphic function H(z) on U such that

(2.5) Fi(z) — F/(z) = H(2) — (cy,w(z) + d,)H(vi2) mod Zw(z) + Z.

For a collection F, let (P; ;,Q; ;) for 1 <7 < j <[ be pairs of integers
defined by

P jw(z) + Qs,j = Fi(2) — (cy;w(2) + dv;) Fi(v;2)
— (Fj(2) = (cqw(2) + dy, ) Fj(7:2)) -

Then {(P; ;, Qi )} defines an element « of M ®4 A’ (A®!), where M =
Z2? as an A-module (cf. Theorem 2.2.1). Here b A = 0. In order to
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determine all the possible smooth elliptic fibrations, we have only to find
collections F’ of holomorphic functions which cover all the representatives
x of the cohomology group H?2(m;,7Z%2). We shall give such collections
of holomorphic functions explicitly.

The case Ip: Let m; ; and n; ; be integers for 1 < 4,5 <[ such that
m;j; = —m; ; and n;; = —n,; ;. We have

Fy(z) = Fj(viz) — (Fi(z) — Fi(v;2)) = mi jw(z) + g

for the functions

l
E TrLZ kw + ni,k)zk.

k=1

l\.'JIl—\

Thus the cohomology class in H?(m;,Z%?) induced from the collection
{Fy(2)} is essentially {(m; ;,n;;)} € (\*(Z®"))®2

The case I(()*): In the proof of Theorem 2.2.1, if & € A*(Z®") satisfies
bAx =0, then £ = c Ay for some y € Z®. Let y, := (my,ma,...,my)
and y, := (n1,na,...,n;) be elements of Z®!. Then for any 0 <14 # j <
[, the (¢, j) components of vectors cAy; and cAy, are ¢;m; —c;m; and
cin; — ¢;jn;, respectively. We have

Fi(z) = (-1)%Fj(vi2) — (Fi(2) — (=1)¥ Fi(7;2))
= (e;m; — ¢;my)w(z) + (cinj — cjn;)

for the functions

Fi(z) := (m;/2)w(z) + (n;/2).

Therefore these collections {F;} induce all the cohomology classes in
H?(7my,7Z%?). By the proof of Theorem 2.2.1, for two collections of inte-
gers (m;,n;) and (m}, n}), the corresponding {F;}’s determine the same
cohomology class if and only if

A J—
m; —m; =kic; mod2 and n; —n;=ksc; mod 2

for some integers kq, ko.

The cases II™) and IV™: We have H?%(7,,Z%?) = 0. Hence it is
enough to set F;(z) = 0 for all .

The cases II1*), IV(*) IE:))( ), I&))(l): In the proof of Theorem
2.2.1, we write b = éu and u = (1,0,...,0) - P for some P € GL(l, A).

If x € \°(A®!) satisfies b A @ = 0, then x = u Ay for some y ¢ AP
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For y = (y1,¥2,...,y) € A% there are integers m;,n; for 1 < i < I
such that

mii +n;, in the case III;
Y; = { m;w +n;, in the case IV(J:),
m; + n;e  in the cases IEjL))(O), I(*))(l)

Looking at u Ay = 6§ 'b A y, we define rational numbers p;,q; for
1<i:<lIby

pii +q;, in the case III™;
piw + q; in the case IVSL),

pi + ¢ie  in the cases Igﬁ)(O), IE:_))(I).

We set Fi(z) := piw(2) + ¢;. Then (P j,Q; ;) defined by {F;} as above
is calculated by

(Pij, Qi) = (pi, @) — p(v;)) — (ps,a5) I — p(%:))-

Thus « induced from (P;;,Q; ;) corresponds to uw A y. Hence such
collections {F;(z)} cover all the cohomology classes in H? (1, Z%?). We
have the following expression of F;(z) by means of (m;,n;):

(e 4 T e
i ; nzw(z) + 5 m17 in the case ITI™*;
i + 1 2n, —m; . .
mitn w(z)+—n——m, in the case IVSF);
3 3
iw(z) + ?Z, in the case IE_Q)( )i
m; m; + 2n; . *
LTw(z:) — in the case IE+))(1).

For two collections of pairs of integers {(m;,n;)} and {(m},n})}, they
define a same cohomology class if and only if there is an integer k such
that

(m; —m.)i+ (n; —nl), in the case ITI*);

(2

k6§ 1b; = { (m; — m))w + (n; —nf), in the case IVE:),

(2

m; — m’) + (n; —nl)e, in the cases I( ) (0 , I(*)
i i H0) 1,

The case I4y: Let w(z) = ZZ 1 @iz; + h(t) be the period function.
Let m; and n; ; are integers for 1 < 4,7 <[ such that n;; = —n, ;. Let
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a = ged(ay,asg,...,a;). We set

l
1

Fi(z) := —(miw(z)2 - (miai + an; k)zk).
2c¢ —

Then for 1 <2,5 </,
1
Fj(viz) — Fj(2) — (Fi(vjz) — Fi(2)) = a(aimj — ajm;)w(z) +n; ;.

By the proof of Theorem 2.2.1, these {F;} cover all the cohomology

classes in H?(my,Z%%). For two collections {m;,n;;} and {mj,nj},
the corresponding {F;}’s determine same cohomology class if and only

if there exists a vector (v1,vs,...,v;) € 79 such that
/ / 7
ai(mj — mj) = (],j (mz - ml) and ni,j — ni,j = 0,7;’Uj — a,jvi.

The case Ig:))(2): By the proof of Theorem 2.2.1, if an & € \*(A®)

satisfies bAx = 0, where A = Z[e], b = 2c—ca*, then there exist vectors
y), wo, w; € Z® and an integer z; such that

x=zicAa* +ecAy]+bA (wy+ewy).

We denote z; = m and y] = (ny,ng,...,n;). If we set p;, = (m/2)af,
¢; = n;/2, then

(2¢i—ea])(pj+eq;)—(2¢cj—eaj)(pit+eq;) = m(cia; —cjai)+e(cinj—cing).

Let us consider the functions:

*

ma, n;
Fi(z) = o1 =
()= ") +
Then {F;(z)} satisfies the cocycle condition (2.4) and every element in
H?(my,Z%?) is induced from such {F;(z)} for some m,ny,na,...,n; € Z.
For two collections of integers {m,ny,ng,...,n;}, {m',nf,ns, ..., nj},

the corresponding {F;(z)}’s determine same cohomology class if and
only if m =m’ mod 2 and

(n1,n2,...,n)AeAa*=(ny,n3,...,n)) AcAa* mod 2.

Therefore by combining with Proposition 1.3.3, we have:

Theorem 2.2.2. Let f: X — S* ~ (A*)! x A%l be a smooth
elliptic fibration. Then X is isomorphic to the quotient of the total space
By of the basic fibration By — U by the following action of m; ~ Z®":

¢ + Fi(2)
C‘n‘-‘)(z) + dy, ’

BU =] [Z,C] = 7%,
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Table 6. Collections of holomorphic functions.

Type Fi(z) Condition
1 mi j, N € 2
lo 5 2ok=1(mipw(2) +nig) 2. mji = =My j,
MNji = —Mi,j
1{" %w(z) + % mi,n; € Z
) m; +n; n; —m;
I 9 w(z) + 9 m;,n; € 7
x i TNy 2n; —m;
IVSL) ik ;n w(z)—l—l:}—m ms,n; € Z
v 0
2 l 2 mi, N €7
L4 (miw(z) — Y r_1(msai + ani’k)zk) o
Nji =~ ;
R R .
I5(0) 5 w(z) + 5 m;,n; € L
* m; m; + 2n;
IE+))(1) 76‘}(2) + 1 m;,n; € Z
X ma; n;
IE+))(2) 5 w(z) + 5 m,n; € Z

where [z,(] € By 1is the image of a point (z,{) € U x C, and {F;(z)} is
one of the collections of holomorphic functions listed in Table 6. If H 1is
not of type lo nor Iy, then f is a projective morphism. If H 1is of type
Io and f is projective, then we can take F;(z) =0 for any i.

§3. Canonical extensions of variations of Hodge structures

3.1. Canonical extensions

Let H be a variation of Hodge structures of weight one, rank two on
S* = (A*)! x A4l Asin §§1 and 2, H is determined by the monodromy
representation p: m; := m(S*) ~ Z® — SL(2,Z) and the period func-
tion w(z). Let p(y) = S(v)U(v) be a decomposition of the monodromy
matrix p(v) for v € m; such that S(v) is semi-simple, U(v) is unipotent,

and S(y)U(v) = U(v)S(y). If H is one of types I, Ig*), L4y, IE:)), then

S(y) = +I for any v € m;, where I denotes the unit matrix. If H is
of other type, then U(y) = I for any v € m;. Thus all S(y) and U(%)

are uniquely determined and commute to each other. The eigenvalue of
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Table 7. Order of S(vi).
p(vi) || Lg | I | IT | IT* | IIT | IIT* | IV | IV*
m; 11216] 6 |4 4 3 3

S(;) is contained in {£1, +w*! +4}. Let m; be its order (cf. Table 7).
Now we consider the unipotent reduction of H. This is a Kummer cov-
ering defined by:

T T=A"xA¥"'50=(6,0,,...,6,,t)
— (07,002, ...,07 t) € Al x AT =3,

We denote T* := 771(S*) and let Hy := 7! H be the induced variation
of Hodge structures on 7. Then all the monodromy matrices of Hr are
unipotent. Let N;, R¥ and R! for 1 < i < I be the matrices satisfying
the following four conditions:

(1) N; is nilpotent and exp(N;) = U(~;);

(2) RY, R! are semi-simple and exp(RY) = exp(R¢) = S(v);

(3) All the eigenvalues of R¥ are contained in 27/—1 (-1, 0];

(4) All the eigenvalues of R! are contained in 2wy/—1][0,1).
Then these matrices also commute to each other. Let M® and M} be
the matrices RY + N; and Rf + N;, respectively, for 1 < i < I. Let
e: U = H x A%t — (A*)! x A"l = S§* be the universal covering
map defined in §2.1 and let (eg, e;) be the basis of H*(U,e 1 H) ~ 792
defined in §1.1. The e; and eq, respectively, are identified with column

vectors
. 1 d . 0
€1 = 0 an €eg = 1

and they satisfy Q(ep,e1) = 1, where @ is the polarization of H. Let
H=H®Og+. Then e 'H ~ (’)?]52. Therefore as in §2.1, the right action
of v € my induced from H on H®(U, 0%?) is written by

v (2) := p(v) " 'v(vz),

where we consider v(z) € H°(U,0%?) as a column vector. The holo-
morphic vector v(z) is invariant under this action if and only if v = e*v
for some v € H°(S*,’H). Therefore for holomorphic vectors

“un(2) = exp<§ ) () monte) o= exp(> ) (9).

i=1

fun() 1= exp(3 M) (5): ‘vl exp (3 2 ().

S

3
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we have global holomorphic sections “vy, “vg, vy, fvg € I'(S*,H) such
that “v; = e*(%v;) and ‘v; = e*(‘v;) for i = 0, 1. Thus H = Og- %v; &
Ogx “vg = Og+ evl @ Og+ E'UO.

Definition 3.1.1 (cf. [K11], [Mw]). The upper and the lower ca-
nonical extensions “H and *H of H to S are defined to be the subsheaves
Og “v1®0O0g vy and Og ‘v ®Og fu, of j,'H, respectively, where j: S* —
S denotes the open immersion. We define the induced filtration by:

FP(YH) := . FP(H) N “H, FP(*H):= j,FP(H)N *H
and define a quotient sheaf Ly /5 := *H/F' (*H).

Remark. (1). We have 4 C %M. If the monodromy matrices
p(7;) are all unipotent, then *H = *H. Thus “(7*H) = *(7*H). We
see that ¢H is the Gal(7)-invariant part of 7.(*(7*H)) and that *(H") ~
(“H)V, where FV denotes the dual Hom(F,O).

(2). Let H be a variation of Hodge structures of weight one, rank
two on M \ D, where M is a complex manifold and D is a normal
crossing divisor on M. Then the local canonical extensions “H and ‘H
are patched together. Thus we can define globally the upper and the
lower canonical extensions to M.

The following result is known as a part of the nilpotent orbit theorem
[Sc].

Lemma 3.1.2. FY(*H) and F'(*H) are subbundles of rank one
of “H and *H, respectively. In particular, Liys is an invertible sheaf.

Proof. F'(*H) is the Gal(r)-invariant part of 7, F!(¢(7*H)) for the
unipotent reduction. If F!(*(7*H)) is a subbundle of ‘(7*H), then
F'(*H) is also a subbundle of *H, Lps is an invertible sheaf, and

F1(*“H) is an invertible sheaf dual to Lg,s. Thus we may assume that
the monodromy of H is unipotent. We consider a generator w(z)e; + €g

of e* F'(H) corresponding to
(w(z))
1)

Now we have w(z) = 22:1 a;z; + h(t) for a holomorphic function h(t)
by Proposition 2.1.4 and

e_ A _ (0 a;
M'L"—NZ_(O 0 ’

where we consider a; = 0 in the case H is of type Iy. Thus

(w(lz)) _ exp(g 2MY) (h(lt)> .
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Therefore the generator is written by h(t) ‘v, + ‘vo. Hence F(*H) is
generated by h(t)‘v; + ‘vy and is a subbundle of ¢H. Q.E.D.

Lemma 3.1.3. There ezist natural injections j, H — *H and j, H
— eH - EH/S-

Proof. 'We have only to check the image of j,H — j,’H is contained
in H, since HNF!(H) = 0. The stalk (j,H )y is the 7;-invariant part of
I'(U,e'H). If H is neither of types Iy nor I 4y, then the stalk (j.H)o
is zero. Assume that H is of type I(;). Then

¢ (0 a;
w2 )

for any i. Hence the stalk (j,H )o ~ Z is generated by e; € H°(U,e ' H)

above and !
“v1(2) = exp() _ 2 M) ((1)> N (é) '

i=1
Therefore the image of e; is contained in (“H)o. Finally, assume that
H is of type Ip. Then all Mf = 0. Thus 2'vl(z) = e; and Evo(z) = eg.
Hence images of e;, eg are contained in (*H)o. Thus j.H C ‘H. Q.E.D.

For the period function w(z), we have:

(“9) = et + 7200 ()

for any v € m, from the formula (1.1). Let us consider the following
holomorphic vectors

V) = (- 3 ) (7). Vo == ) (417).

%

Then for v € 7, we have:

"W(yz) = (ew(z) + ) MV (2),

(3.1) V(12) = (ey(2) + dy) LV (2),
u(y2) = (cyw(z) + d,)~ 15(’)’) (2).
Since S(y) =1 for v € m(T*) = i L M;Z C m; and since

(9
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for some a; > 0, there exists a holomorphic function h(6) defined on T*

such that l

u(z) = (h(le)) L w(z) = am + h(9),

i=1

where we write 8 = (#',t') € (A*)! x A4~! = T*. By Proposition 2.1.4,
h(@) is holomorphic on T. Note that one of a; is positive if and only if
the monodromy group is not finite. For +;, let ;6 be the point

(91,92, ceey 9i_1,e(1/mi)9¢,0i+1, . ,Hl,t,).

Then we can define 8 also for v € m;. By (3.1), we have:

©2) ("G = e+ s (M),

Note that c,w(z) + d, = c,h(6) + d,. Therefore

so) (")) = eho+ ) ("P).

Thus, cyh(0) + d is an eigenvalue of S(v). If S(v) = £I for any ~, i.e.,
H is one of types I, Ié*), Iy, IE:)),

ont € S. In the case H is one of types II*), IT1(*), IVgT), IV(_*), we

define the matrix:
P .= (h(O) h(O)) .

then h(6) is a holomorphic function

1 1

Then we have

grp (RO +d) 0
P S(’Y)P—( 0 (c.yh(o)*‘d'y)_l)

for any v € m;. In any case of H, we have integers —m; < p;,q; < 0
and 0 < pl,q; < m; for 1 < ¢ < [ satisfying the following condition
(cf. Table 8):

; / , /
e v =e (5] =e(B) e () =c(- %),

Here —p; = ¢, and —¢; = p}. We define rational numbers 8; := —p; /m;.

Lemma 3.1.4. Suppose that H is one of types 1), III*) | TV (Y,
IV Let A be the algebra defined in the proof of Theorem 2.2.1 and let
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Table 8. Related numbers for monodromy matrices.
| (%) ” I, I I; | II | I | III | IT* | 1A% |IV* l
m; 1 2 6 6 4 4 3 3
—pi = q, 0 1 1 ) 1 3 1 2
—q; = pi 0 1 ) 1 3 1 2 1
6;:=—p;/m; || 0 |1/211/6 |5/6|1/4|3/4|1/3]|2/3

w4 be the constant defined by:

w, 1n the case A = Z|w];
w pr—y
A i, in the case A = Zli|.

Then ¢(v) = cyh(0) + dy in A C C for any vy, where ¢(~y) is defined in
Table 5. In particular, h(0) = wa. Let 1(0) be the holomorphic function

h(0) —
0) :=
¥(6) h(6) — wa
defined on T'. Then it satisfies the following conditions:

(1) $(0) =0
(2) For any 0 € T andy € 1, [$(0)| < 1 and (v0) = ¢(v)"*¥(0);
(3) Forany 0 €T, and vy € my,

_wa —wap(0) _ 1 —1(y0)
h(8) = Al ~ 5 (0) and  cyh(0) +dy = ¢(7)1—_W,

(4) There is a holomorphic function ¥y(t) on S such that |3 (t)] < 1
foranyt € S and

l
¢O(t He (26;)
i=1

Proof. Since all a; = 0 in this case, we have w(z) = h(#). Thus
Imh(f) > 0. Since c,h(0) + d, is an eigenvalue of p(v) = S(y) and
Imh(0) > 0, we have ¢(y) = ¢,h(0) + d,. The equality h(0) = w4 is
derived from Table 1. Then we have

Prsep= ("0, 05).

for any v € m; and for the matrix
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Thus for the holomorphic vector
a(0)\ _ p-1 (h(0)
(b(@)) =P ( 1)

0(9) e — 5(9) = M7
Wwa — Wa Wa —Wa

a(9) = (cyh(8) +dy) TFp(7)a(B), b(v0) = (cyh(0) + dy) " b(7) ~'b(6).

we have

h(8) — Wz

Note that a(f) is a nowhere vanishing function on T. Since ¥ () =

—a(0)~1b(8), we have

wa — wWa(0) 1
h(0) = and «(f)"" =1-—1¢(6).
(6) = A=A O =1 (o)
Thus 1(0) satisfies the required conditions. Q.E.D.

Corollary 3.1.5. A wariation of Hodge structures H of one of
types 11| TIT™) | IV(:), V™ on S* is determined by a surjective group
homomorphism ¢: w1 - A* C C* and a holomorphic function zZ(z) onU
such that |1(2)| < 1 and P(vz) = ¢(v)~24(2) for any z € U and v € w1,
where A is one of subalgebras Z[w] and Z[i] of C and A* := ANC*. Here
the period function is given by

wlz) = wA_mJ(Z).
) 1 - 9(2)

Corollary 3.1.6. The period function w(z) is written in the fol-
lowing form according as the type of monodromy representation:

Io, I(()*): w(z) = h(t), where Im h(t) > 0;
l
IH)’IE?): w(z) = Z a;z; + h(t), where Im h(t) > 0;
=1

), vl v

w(z) = =1 , where [o(t)] < 1;
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l
i+io(t) [ [ g 2o
1=1

™ w(z) = 'l , where |o(t)] < 1.

1 —o(t) H oo™

i=1
We shall describe generators of F!(“H) and F'(*H), explicitly. In
the case H is one of types II(*), III(*), IVST), IV(*), we can write

(V)= v ()

where the function 1(6) is written by

l
»(8) = vo(t) [ 017™
=1

for a holomorphic function v (t) defined on S. We see that (p;+p})/m;+

(26;) is 0 or 1 for any i. Let us define holomorphic functions A(t) and
B(t) on S by:

A :
(B(t)) = (—wo(ﬂ [Ties 95”'*””“‘”"“’) |

We define also a holomorphic function a(f) := (1 — %(8))~! over T. In

the case H is one of types I, Ié*), Ly, I&)), we set P:=1,

()~ ().

and a(f) := 1. Then we see that A(f) and B(t) have no common zeros
on S in any case.

Lemma 3.1.7. A(t) “v; + B(t) “vo and A(t) ‘v, + B(t) ‘vo are gen-
erators of F*(*H) and F'(*H), respectively.

Proof. We can write

“V() = exp(= Y aRY) (’“{”) . V(z) = exp(— gzin) (h(lg)) .

=1

By definition, we see

pi p
EC) = 0
PT'RYP = 2mv/-1 "Sz‘ ¢ |, PRIP'=2my/~1|™
% o i
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Therefore we have

(33) Vo) =@ 0 (A1)

l
(3.4) V() = a(6) [ o @8) .

Let v € T'(S, “H) be a section such that v« € T'(S*, F'(H)). Then
v = uy(t) “v1 + ug(t) “vo for some holomorphic functions wu;(t), ug(t) on
S and e*(v) = &(z)(ep + w(z)ey) for a holomorphic function @(z) on U.
Now e*(v) corresponds to the vector

exp(y- sr) (1100).

i=1

Hence
(1) = e vee) - G(Z)a(G)i]iIIOZ’“ (5(5)

by (3.3). Thus &(2z)a(h) Hé:l ;P is a holomorphic function ((¢) on S.
Therefore v = ¢(t)(A(t) “v1 + B(t) “vp). Thus A(t) “v; + B(t) “vo is a
generator of F1(*H). Similarly we can prove A(t)‘v; + B(t) ‘v is a

generator of F1(*H) by using (3.4). Q.E.D.

Let A(z) be the cusp form of weight 12 (cf. Remark 1.2.6). Let the
section £ € HY(S*, F1(H)®12) correspond to A(w(2))(w(z)e; + €o)®'2.

Corollary 3.1.8 (cf. [U]). The £ extends to a holomorphic sec-
tion of FL(*H)®'2 over S. The effective divisor div(§) is written by

S (@i + 126;)D;.

=1
Proof. By the argument above, w(z) = S_, a;z; + h(0) for non-
negative integers a; and a holomorphic function h(#) on T'. Note that if

a; > 0 then monodromy matrix p(v;) is of type I,, or I . By Remark

1.2.6, the function A(w(z)) is written as u(0) H2=1 7% for a nowhere
vanishing function «(0) on T. On the other hand, by (3.3), we have

l
w(z)er +eo = a(9)(] ] 677 (A() o1 + B(2) “vo),

=1
where A(t)“v; + B(t)“vo is a generator of F'(*H) by Lemma 3.1.7.
By computing the vanishing order of [], 6, 12pi Hizl 67"*% along each
coordinate hyperplane {6; = 0}, we are done. Q.E.D.
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3.2. Torsion free theorems

Let f: Y — M be an elliptic fibration (not necessarily projective)
between complex manifolds such that f is smooth outside a normal
crossing divisor D = [JD; on M. Then we have a variation of Hodge
structures H := (R! f+Zy)\am\p- Let “H and “H be the upper and the
lower canonical extensions, respectively of H = H ® O\ p to M defined
in Definition 3.1.1 (cf. [K11], [Mw]). Also we denote by FP(*H) and
FP(*H) the induced p-th filtrations (cf. Definition 3.1.1). As a corollary
of Corollary 3.1.8, we have:

Corollary 3.2.1 ([Kw2|). LetJ: M — P! be the J-function asso-
ctated with H. Then there is an isomorphism

FH*H)®? ~ J*0(1) ® Oy (D 126, D),

where the rational numbers 6; are determined by the types of the mon-
odromy matrices around D; as in Table 8.

Proof. By Corollary 3.1.8, £ = A(w(2))(w(z)e1+e9)®1? is a section
of HO(M,
FH*H)®'?) such that div(§) = >,(a; + 126;)D;. Here if a; = a > 0,
then the monodromy matrix around D; is of type I, or I;. Thus we
have the isomorphism J*O(1) ~ O(}_ a;D;) by Proposition 2.1.4, which
implies the expected isomorphism. Q.E.D.

The following theorem was proved by [Kl11] (cf. [Ny2]) for algebraic
case and by [Mw] for projective morphisms. On the other hand, Saito
independently proved this by using his theory of Hodge modules in [Sal].
He also had a generalization to the case of Kéhler morphisms (cf. [Sa2],
[Sa3]). Takegoshi ([Ta]) also gives another proof for Kahler morphisms
by an L2-method.

Theorem 3.2.2. Let m: X — W be a projective surjective mor-
phism from a complex analytic manifold X onto a complex analytic vari-
ety W. Then the higher direct images R'm,wx are torsion free fori > 0.
Moreover the following properties hold:

(1) Assume that W is nonsingular and 7 is smooth outside a nor-
mal crossing divisor D of W. Let d = dim X — dim W and let
vHt? be the upper canonical extension of the variation of Hodge
structures (Rd+i7r*ZX)|W\D for any i > 0. Then we have

Rimawx w ~ FHH),

where F¢ denotes the induced d-th filter from the Hodge filtra-
tion;
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(2) Assume that there is a projective morphism f: W — V to a
complex analytic variety V. Then for an f-ample invertible
sheaf A of W and for integers p > 0 and ¢ > 0, we have

RPf(A® Riﬂ'*u.))() = 0.

We shall consider the above theorem in the case of (not necessarily
projective) elliptic fibrations.

Theorem 3.2.3. Let f: Y — W be an elliptic fibration, which is
not necessarily projective, between complex manifolds. Suppose that f is
smooth outside a normal crossing divisor on W. Then there exist the
following isomorphisms:

Fl(uH)v 1= 0; Og, 1= 0;
R'fuwy;w = § Os, i=1 ROy~ Gr%(*H), i=1;
0, 1> 1, 0, i>1.

Proof. If f is a locally projective morphism, then these are isomor-
phic by Theorem 3.2.2. If dim W = 1, then f is a flat morphism. Thus
f is a locally projective morphism by Claim 3.2.4 below. Thus even
in the case dimW > 1, the double duals of R'f,wy,w and R'f,Oy,
respectively, are isomorphic to the right hand side of the correspond-
ing formula. Hence we have only to check the formula locally on W.
We may assume that the monodromy matrices are unipotent by taking
the unipotent reduction. By the flattening theorem, we have a proper
bimeromorphic morphism p: M — W from a nonsingular manifold M
such that the fiber product ¥ xw M — M induces a flat morphism
g: Z — M from the main component Z of Y xyw M. We may assume
that g is smooth outside a normal crossing divisor D of M.

Claim 3.2.4. g is locally a projective morphism.

Proof. Let us consider the following exact sequence induced by g,
from an exponential sequence:

R'¢.0z — R'9.0% — R?q.Z7; — R*g,03.

Now we have R?¢g,Oz = 0. Note that the stalk (R%g.Zz)p is isomorphic
to H2(g~1(P),Z) for P € M. Thus we have an invertible sheaf £ on an
open neighborhood of g=!(P) such that the intersection numbers £ - C
are positive for any irreducible components of C C g~!(P). Hence L is
g-ample over an open neighborhood of { P}. Q.E.D.

Proof of Theorem 3.2.3 continued. There is an elliptic fibration
m: X — M from a complex manifold X such that 7 is bimeromor-
phically equivalent to g over M and that 7 and g are isomorphic to each
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other over M \ D. By Claim 3.2.4, g is bimeromorphically equivalent to
a projective morphism locally over M. Since the canonical extension of
(R'7,Z X)| m\D ® Opn\ p and the induced filtrations are pullbacks of the
corresponding sheaves on W, we have:

W (FLH)), ifi=0;
Riw*wX/M’_V O, if 1 = 1;

0, otherwise,

by Theorem 3.2.2. Since R'u,wy = 0 for i > 0, we have:

FYH), ifi=0;
R fiwyw =~ R (pom)wwxw ~ { Ow, if i =1,
0, otherwise.
By duality, we also have the isomorphisms for R? f,Oy. Q.E.D.

Remark. By the same argument, we can show such isomorphisms
exist in the case the general fibers of Y — S are curves. But if it is
not an elliptic fibration, then Y — S is bimeromorphically equivalent
to a projective morphism. Therefore this is already proved by Theorem
3.2.2.

Corollary 3.2.5 (cf. [U, 6.1], [Kw2, 20]). Let f: Y — W be an
elliptic fibration between complex manifolds such that f is smooth outside
a normal crossing divisor D = UD;. Then we have:

(fawyyw)®? = J*O(1) @ O 126, D).
Now we shall prove the following:

Theorem 3.2.6 (Torsion free theorem). Let 7: X — W be an
elliptic fibration from a compler manifold X onto a complex analytic
variety W. Then the higher direct image sheaves Rim,wx are torsion
free. Further if there exist a projective morphism f: W — V onto a
complex analytic variety V and an f-ample invertible sheaf A on W,
then

RPf(A® Rimwx) =0
for any p > 0 and ¢ > 0.

Proof. First we shall show that R'w,wx is torsion free and that

Rim,wx = 0 for i > 2. We may assume that there exist a complex

manifold M and morphisms g: X — M and u: M — W such that g
is smooth outside a normal crossing divisor D = |JD; on M, p is a



Local Structure of an Elliptic Fibration 239

bimeromorphic morphism, and that 7 = o g. Thus by Theorem 3.2.3
and Corollary 3.2.5, we have

(g*wX)®12 ~ w%{u (03] J*O(l) & O(Z 1251'D1'),

wpr, fori=1;

Rig,wy ~
Jrx {0, for i > 1.

Note that g.wx/p — ) 6;D; is p-nef. By applying the vanishing theorem
[Ny3, 3.6, 3.7], we have

Rfu.(gewx) =0 and RFp,wy =0

for £ > 0. Therefore by the Leray spectral sequence, we have

p+(gewx), fori=0;
Rimwx ~ pa(wnr), for i = 1;
0, for i > 1.

Thus Rim,wx are torsion free. Next we shall prove the vanishing:
RPf(A® R'm,wx) =0.

By the argument above, we have only to consider the cases ¢ = 0, 1.
Since pu* A is (f o u)-nef-big, the g.wx,p — ), 6;D; + p* A is also (f o u)-
nef-big. Thus by [Ny3, 3.7], we have

RP(fop)u(p"AQuwpy) =0 and RP(fopu)(p*AQmuwx)=0

for p > 0. Thus by the argument above, we have the desired vanishing.

Q.ED.

3.3. Projective morphisms

We have the following criterion for a given proper surjective mor-
phism to be locally projective.

Proposition 3.3.1. Let m: X — V be a proper surjective mor-
phism from a complex analytic manifold X onto a compler analytic va-
riety V. Suppose that the stalk (R*r,Ox)p = 0 for a point P € V. Then
7 is projective over { P} if and only if there is an open neighborhood U
of P in V such that 7=Y(U) admits a Kdhler metric.

Proof. Tt is enough to prove that 7 is projective over { P} under the
assumption: X is Kahler. Let us consider the following exact sequence
induced by 7, from the exponential sequence:

R'7,0Ox — le*(’)}} — R*n,7Zx — R*7,0x = 0.
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We note that the stalk (R?7,Zx)p is isomorphic to H2(n~1(P),Z). Let
w be a Kahler form on 7~ (U) for an open neighborhood U of {P}. Then
its cohomology class [w] should be an element of H2(7~1(U),R). Let us
denote by the same [w] the image of [w] under the map H?(x~1(U),R) —
H?(r=1(P),R). We define the Kihler cone KC(X/V; P) over {P} to
be the subset of H2(w~1(P),R) consisting of all the [w] for Kihler forms
w defined on some neighborhoods of 7~ 1(P).

Claim 3.3.2. KC(X/V; P) is an open subset of H*(n~1(P),R).

Proof. Note that (R'7,0%)p — H?(rw~1(P),Z) is surjective. Thus
for any element 7 € H?(7w~1(P),R), we have a d-closed real (1,1)-form
n on a neighborhood of 7=1(P) such that its cohomology class [n] is
7. Let w be a Kahler form and let n; for 1 < ¢ < n be d-closed real
(1,1)-forms on a neighborhood of 7~ (P) such that {[n;]} is a basis of
H?(r~'(P),R). Since 7~ !(P) is a compact subset, there exists a pos-
itive number e such that if z; are real numbers with |z;| < e, then
w+ > 1<;<n, TiM;i is also a Kahler form on a neighborhood of 7~!(P).
Thus the Kahler cone is open. Q.E.D.

Proof of Proposition 3.3.1 continued. By the above claim, we ob-
tain an invertible sheaf £ on a neighborhood of 7~1(P) which has a
positive Hermitian metric. Thus £ is w-ample. Therefore 7 is a projec-
tive morphism over {P}. Q.E.D.

As a consequence of Claim 3.2.3 and Proposition 3.3.1, we have:

Theorem 3.3.3. Let f: Y — M be an elliptic fibration from a
complex Kahler manifold Y onto a complex manifold M such that f is
smooth outside a normal crossing divisor on M. Then f is a locally
projective morphism.

In the case M is a nonsingular curve, any elliptic fibration Y — M
is a locally projective morphism. But in the case dim M > 2, there exist
non-projective elliptic fibrations.

Example 3.3.4. Let A? be the two-dimensional unit disc with a
coordinate system (¢,t2), u: S — A? the blowing-up at 0 = (0,0) € A?,
and let D be the exceptional divisor on S. Then S is covered by open
subsets Uy and U; such that

(1) Uy = {(:Eo,yo) € (Czl[cc()] < 1,|l‘0y0l < 1}, /J,*(tl) = xo and
w*(t2) = zoyo on Uy,

(2) Ur = {(z1,91) € C*||z1] < 1,]z1n| < 1}, p*(t1) = 2191 and
p*(tz) = z1 on Uy,
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(3) Uo, :={(z0,%0) € Uo|yo # 0} and Uy o := { (x1,91) € U1 |y1 #

0} are isomorphic to each other by

L1 = ZoYo, Lo = T1¥1,
1 and 1
Yy =Y > Yo =Y -
We take an elliptic curve E, that is the quotient manifold of C* by the

action:
C*>ursup

for p € C* with |p| < 1. Let us consider the following isomorphism:

UO,I x C* 3 (($07y0), ’U,) = ((:coyo,yo_l), qu) S U1,0 x C* .

This induces the isomorphism Uy, X E ~ U; o X E, by which we can
patch Uy x FE and U; x E. Thus we obtain a smooth elliptic fibration
f: X — S. Note that f~(D) is isomorphic to the Hopf surface H,,
which is defined to be the quotient manifold of C2 \ {(0,0)} by the
action

C*\{(0,0)} > (21, 22) = (pz1, p22) -

Thus f is a locally projective morphism but not a projective morphism.
Further the composite po f: X — A? is an elliptic fibration smooth
outside {0} and the central fiber f~';~1(0) is isomorphic to the Hopf
surface.

Similar constructions to this example are found in [Kt|, [Ts]. We
have the following generalization:

Example 3.3.5. Let us consider the following three-dimensional
complex manifold:

M := {(z,y, 21,22) € A% x (C*\ {(0,0)}) | z22 = yz1 } .

Here we consider the following three actions:

(x’yvzlaZQ) = (ll’xvyauzth)u (m,u'yvzlaN'ZQ)’ (xay,pzl,ﬂZZ),

where p := e(1/m) for a positive integer m and p € C* satisfies |p| < 1.
Therefore (Z/mZ) x (Z/mZ) x Z acts on M properly discontinuously and
freely. Thus we have the quotient manifold X with an elliptic fibration
g: X — A? defined by (z,y,21,22) — (t1,t2) = (z™,y™). Further
we have an elliptic fibration f: X — S C A% x P! by (z,y, 21, 22) —
(™, y™, (2" : 20*)), where v: S — A? is the blowing-up at 0 = (0,0) €
A?. Here g =vo f. The f is smooth outside D = v=1(0) and f*(D) =
mf~1(D), where the central fiber f=1(D) = g~1(0) is the Hopf surface
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Hym (cf. Example 3.3.4) and f~1(D) — D is the induced smooth elliptic
fibration. Therefore we have the following canonical bundle formula:

Kx ~ [*(Ks) + (m = 1)f7{(D) ~ g"(Kaz) + (2m — 1) f (D).

Note that if m = 1, then this f is nothing but the same f as Example
3.3.4. The multi-valued map:

(8%)° 1= A2\ {(0,0)} 3 (b2, 12) = (17", 1/ 15™) € M

defines a holomorphic section. Thus by Proposition 1.2.4, X X o2 (A2)° =~
E, x (A?%)°, since (A?)° is simply connected.

§4. Toric models

4.1. Basic elliptic fibrations

An elliptic fibration is defined to be a proper surjective morphism
of complex analytic varieties whose general fibers are elliptic curves. An
elliptic fibration is said to be basic if there is a meromorphic section. Let
S be a d-dimensional complex manifold, D a normal crossing divisor, and
let S* := S\ D. If an elliptic fibration over S is smooth over S*, then any
meromorphic section is holomorphic over $* by Lemma 1.3.5. Let H be
a variation of Hodge structures on S*, p*: B(H)* — S* the associated
smooth basic elliptic fibration, and let of: S* — B(H)* be the zero
section. Then by [Ny4, (2.5)], there exists a minimal triplet (Lg/s, o, 3)
on S such that the Weierstrass model W := W(Ly,s,a,3) — S is an
extension of p* to S and the canonical section is an extension of oj.
The W has only rational singularities and the invertible sheaf L /g is
isomorphic to (cf. Theorem 3.2.2):

Cr%(*H) = “H/F (*H).

Let v*: H — H be an automorphism as a variation of Hodge structures
over S*. Then v* is of finite order, which is one of {1,2,3,4,6}. By the
uniqueness of the extension W [Ny4, (2.5)], we have an automorphism
v: W — W over S inducing v* over S*. The automorphism v is defined
by

Wo(X:Y:2)— (2X:Y :£32)

for a primitive m-th root ¢ of 1, where m is the order of v*. By taking an
equivariant resolution of singularities, we have an extension p: B(H) —
S of p* satisfying the following conditions:

(1) B(H) is nonsingular;
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(2) B(H) — S admits a section o¢: S — B(H) which is an exten-
sion of oj;;

(3) For any such automorphism v: W — W as above, the induced
bimeromorphic automorphism v: B(H):-— B(H) is holomor-
phic.

The section 0g: S — B(H) is also called the zero section. By the exis-
tence of such extensions and by Proposition 1.3.3, we have the following;:

Theorem 4.1.1 (cf. [Ny8|). Let f*: X* — S* be a smooth pro-
jective elliptic fibration over a complex manifold S*. Suppose that S*
is isomorphic to a Zariski-open subset of another compler manifold S.
Then f* extends to a projective elliptic fibration over S.

Proof. A prime divisor R* of X* is finite étale over S* by Propo-
sition 1.3.3. Let S* — S* be the Galois closure of R* — S*. Then S™*
is realized as a Zariski-open subset of a complex manifold S’ and the
finite étale morphism S™* — S* extends to a generically finite proper
morphism S’ — S, by a theorem of Grauert—Remmert [GR]. Here we
may assume that the Galois group G of §”* — S* acts holomorphically
on S’. The pullback X* xg« §’* — S™ admits a section. Thus by the
previous argument, we can extend the smooth basic elliptic fibration to
a basic elliptic fibration B(H') — S’, where the action of the Galois
group G on X* xg« S induces a holomorphic action on B(H"). Hence
we have only to take the quotient. Q.E.D.

Let 0: S---— B(H) be a meromorphic section. We denote by ¥ and
Yo the images of o and og, respectively. Let us consider the diagonal
Apmy C B(H) xs B(H) and take a bimeromorphic morphism u: Z —
B(H) xs B(H) from a complex manifold Z onto the main component of
B(H) xs B(H) which is isomorphic over B(H)* xg« B(H)*. Let A’ be
the proper transform of Apyy in Z and let py,py: Z — B(H) be the
first and the second projections, respectively. We consider an invertible
sheaf

N = 0z(A" = p5(20) + p3(X))-
Then for b € B(H)* = p~(S*), we have an isomorphism:

Niprt ) = Op=1p) (8] = [00(p(0))] + [o(p(b))));

which is an invertible sheaf of degree one on the elliptic curve p~*(p(b)).
By replacing Z by a further blowing up, we have an effective divisor
E C Z such that pip1 N ~ N ® O(—FE). An irreducible component Ej
of E dominates B(H) bimeromorphically, and the other components do
not dominate B(H). Let tr(c): B(H)---— B(H) be the meromorphic
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mapping over S associated with the graph u(Eg) C B(H) xs B(H).
Then the restriction of tr(c) to p~!(S*) = B(H)* is nothing but the
translation morphism by the section o. We call tr(o): B(H)--— B(H)
by the translation mapping by a meromorphic section o. By the same
argument, we see that p: B(H) — S has a meromorphic group struc-
ture, i.e., there exist a multiplication mapping B(H)xsB(H) ---— B(H)
over S and an inverse B(H) — B(H) which are extensions of the same
objects for p*: B(H)* — S*. We also have the following generalization
of Lemma 1.2.2:

Lemma 4.1.2. Let p: B(H)---— B(H) be a bimeromorphic map-
ping over S inducing the identity homomorphism on (Rlp*ZB(H))w*.
Then there exists a meromorphic section o: S ---— B(H) such that ¢ =

tr(o).

In particular, every bimeromorphic automorphism ¢: B(H)---— B(H)
over S is expressed as the composite of a translation mapping and an
automorphism v of finite order explained as before. By [Ny4, (2.1)], we
have:

Lemma 4.1.3. Let f: X — S be an elliptic fibration smooth over
S* which induces an isomorphism H ~ (R'f,Zx)s« as variations of
Hodge structures. Suppose that f admits a meromorphic section o: S
«— X . Then there exists a bimeromorphic mapping h: X ---— B(H)
such that h o o is the zero section oy.

Let U C S be an open subset. The set of meromorphic sections
{o:U--— B(H)y} forms a subgroup of H°(U N S*,6y). From the
subgroups, we define a subsheaf &p,5 of j.& g, where j denotes the
inclusion $* < S. We call G5 by the sheaf of germs of meromorphic
sections of B(H) — S. Obviously, it does not depend on the choice
of B(H). Let f: X — S be an elliptic fibration smooth over S* and
let ¢: H ~ (R! f«Zx)|s» be an isomorphism as variations of Hodge
structures. Suppose that f admits a meromorphic section locally on S,
i.e., there exist an open covering S = |J xea Ox and meromorphic sec-
tions Sy ---— X|g, for any A. Then we have bimeromorphic mappings
oxr: Xis, ---— B(H)|s, over Sy such that these ¢} induce the given iso-
morphism ¢: H ~ (R! f«Zx)|s+. Then for A\, u € A, the transition map-
ping @ ocpljl : B(H)|s,ns, *— B(H)|s,ns, is the translation mapping
by a meromorphic section 7y , of B(H) — S over Sy NS,,. Therefore
we have 1y, + Ny + Mux = 0 for A\, pu,v € A. This collection {n .}
defines a cohomology class in H'(S, &/s), which is independent of the
choices of an open covering {Sx} and bimeromorphic mappings {p}.
Let us denote the cohomology class by n(X/S,¢). Let f': X’ — S be
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another elliptic fibration smooth over 5* and let ¢/: H ~ (R fZx) s+
be an isomorphism. Assume that f’ also admits a meromorphic section
locally over S and that n(X/S,¢) = n(X'/S,¢’). Then there exists a
bimeromorphic mapping ¥: X ---— X’ over S such that ¢ = ¥* o ¢'.
Therefore these n(X/S, ¢) define a natural equivalence relation for such
pairs (X/S,¢). Let (f: X — S,¢) be a pair as above and suppose
that X is nonsingular. Then we have the following exact sequence by
Theorem 3.2.3:

0— R'f.Zx — R f,Ox — R'f,0% — R*f.Zx — 0.

The natural homomorphism R!f,Zx — j.H induces a commutative
diagram (cf. Lemma 3.1.3)

R'f.Zx —— R f.Ox

|

J«»H — Lpg/s.

Let Vx be the kernel of the homomorphism
le*(’)} - j*((le*O;()IS*)'

For a meromorphic section o: S ---— B(H), we can attach an invertible
sheaf Opg)(X — Xg), where ¥ = 0(S) and ¥y = 0¢(S). By considering
©3OpH) (X —%0), we have an element of H°(S, R' f,0% /Vx), since the
transition mappings @) o cp;l are translations. Therefore as in §1.3, we
have an injective homomorphism

®x: Sy/s — R fLO%/Vx,
which extends to the exact sequence (cf. (1.2)):
(4.1) 0— Gy/s =5 R'f.0%/Vx — Zg — 0.

By the similar argument to the proof of Lemma 1.3.2, we have:

Lemma 4.1.4 (cf. [Ny8]). The cohomology class n(X/S, ¢) is the
image of 1 under the connecting homomorphism

Z =H°(S,Zs) — H'(S,6nys)

derived from (4.1).
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Proposition 4.1.5.

(1) Let f: X — S be an elliptic fibration smooth over S* admitting a
meromorphic section locally over S and let ¢: H ~ (R f,Zx s
be an isomorphism. Then the cohomology class n(X/S,$) €
H! (S,8m/s) is a torsion element if and only if f is bimero-
morphically equivalent to a projective morphism over S.

(2) For a torsion element n € H'(S,8p/s), there exist a pair
(X/S,¢) as above such that n =n(X/S, ¢).

Proof. (1). Suppose that f is bimeromorphically equivalent to a
projective morphism and that X is nonsingular. Then we have an in-
vertible sheaf M on X such that deg M|s-1(5) > 0 for a general fiber
f1(s). At the exact sequence (4.1), M € H'(X,0%) induces a positive
integer in Z = I'(S,Zg). Hence by Lemma 4.1.4, n(X/S, ¢) is a torsion
element. Next conversely suppose mn(X/S, ¢) = 0 for a positive integer
m. Then by the same argument as in the proof of Proposition 1.3.3,
we have a generically finite meromorphic mapping X ---— B(H) over S.
Therefore f: X — S is bimeromorphically equivalent to a projective
morphism.

(2). Suppose that mn = 0 for a positive integer m. Let {S)} be a
locally finite open covering of S and {n, .} be a cocycle of meromorphic
sections of B(H) representing . We may assume that there exist mero-
morphic sections £ over Sy such that mny , = £, — &\ over SxNS,. As
in the previous argument we have multiplication mappings

¥r: B(H)|s, 2> B(H),s, -

Then tr(£,) o tr(€x) ™! o 1b, = ¥ o tr(ny ). The meromorphic sections
M,u> §x are holomorphic over S*. Therefore we have the patching X™* :=
U, B*(H)s» by {n,.} and a finite étale morphism 9*: X* — B(H)*
over S*. By construction, the elliptic fibration f*: X* — B(H)* — S*
induces an isomorphism ¢: H ~ R!f*Zx. as variations of Hodge struc-
tures. By a theorem of Grauert-Remmert ([GR]), there exist a gener-
ically finite morphism ¢: X — B(H) extending ¥*: X* — B*(H).
Then the composite f: X — B(H) — S is an elliptic fibration bimero-
morphically equivalent to a projective morphism. By the uniqueness
of the extension of finite morphisms, we have bimeromorphic mappings
©x: Xjs, = B(H)s, such that 15, = ¥ 0py and @y = tr(n ) o @y
for A\, u. Therefore n(X/S, ¢) =n. Q.E.D.

Next we consider another situation. Let f: X — S be an ellip-
tic fibration smooth over S* and let ¢: H ~ (R'f,Zx)|s~ be an iso-
morphism of variations of Hodge structures. Suppose that there is a
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finite Galois covering 7: T" — S with the Galois group G such that T
is a complex manifold, 771(D) = Dr is a normal crossing divisor, 7 is
étale over S*, and that the fiber product X1 := T xg X — T admits
a meromorphic section. Let Hr be the the variation of Hodge struc-
tures 71H on T* := T \ 77}(D) and let B(Hr) — T be a similar
basic elliptic fibration. Then X7 — T is bimeromorphically equiva-
lent to B(Hr) — T. Then from f, we have a cohomology class in
HY(G,H°(T, &y, 1)) by the same argument as in §0.3 and §1.4. Con-
versely, let us take an element n € H'(G,H°(T, &y, ;7)). Then by an
argument in §0.3, 7 induces a left meromorphic action of G on B(Hr).
This is described as follows: Let {n,},ec be a cocycle of meromorphic
sections of B(Hrt) representing 7. Let G x B(Hr)-+-— B(Hr) be the
natural meromorphic action of G which defines B(H) as the quotient.
Let ¢,: B(Hr) = {g9} x B(Hr)---— B(Hr) be induced bimeromorphic
automorphisms. Then the new action of G on B(Hr) is defined by
¢y 1= ¢g o tr(ng). Since G is a finite group, we can consider the quo-
tient X of B(Hr) by G. Then we obtained an elliptic fibration. Let
E(S,D,H,T) be the set of bimeromorphic equivalence classes of pairs
(f: X — S, ¢) consisting of an elliptic fibration f: X — S smooth over
S* and an isomorphism ¢: H ~ (R'f.Zx)|s+ such that X xgT — T
admits a meromorphic section. Here two pairs (f;: X; — S, ¢1) and
(fo: X3 — S, ¢2) are called to be bimeromorphically equivalent if there is
a bimeromorphic mapping ¢: X; ---— X5 over S such that ¢; = ¢* 0 ¢.
Then we have:

Lemma 4.1.6. There is a one to one correspondence between

HY(G,HY(T, &y, 1)) and £(S, D, H,T).

4.2. Construction of toric models

We fix positive integers 1 < [ < d and nonnegative integers a; for

1 <1 <, where we assume a := 22:1 a; > 0.

Definition 4.2.1. A map o:Z — {1,2,...,l} is called a sign
function with respect to (ai,as,...,a;) if the following two conditions
are satisfied:

(1) o(m + a) = o(m) for m € Z,;

(2) a; =#{0 < j < a|o(j) =i} for any i.

For a sign function ¢ and for given integers b; for 1 < i <[, there exist
maps I;: Z — Z with I;(0) = b; such that for m € Z,

Ii(m)+1, ifo(m)=r1;

I;(m), otherwise.
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Definition 4.2.2. We call the map I; by the index function at i
with respect to the sign function o and the initial value b;.

For any integer k, let C;, C R4t be the rational polyhedral cone

l
y< Y Lik+1)u; }
i=1

IN

l
{(ula <. ,Ud,y) € Rd+1 ‘uz >0, ZI’L(k)u'L

=1

Then the semigroup

d
C;\g/ ﬂZd-l-l = {(’n,l,. .. ,'I’Ld+1) ; anuz —|—nd+1y Z 0 for (Uz,y) € Ck}

i=1
is finitely generated. Let R; be the associated semigroup ring over C.

It is easy to show the following:

Lemma 4.2.3. Let Clty,to,..., 14, s| be the polynomial ring of (d+
1)-variables. Then Ry is isomorphic to a C-subalgebra of(C[tfd, tg:l,
tdil, sil] generated by monomials

e ey

l l

—I;(k — I; (k+1

tite,.. ta, st 0, sTULETY.
=1

i=1

By the theory of torus embeddings, Spec Ry are patched together and
form a nonsingular scheme M, (;,) locally of finite type over Spec C[t;,
to,...,tq]. We note that MU?(O)Z'=1 is isomorphic to M, (3, by the mor-

phism:
l
b;
(t1,t2,...,ta, ) — (tl,tz,...,td,sHti )
=1

Thus we denote M, (3,) simply by M . Let A? be the unit polydisc
defined in

(SpecClty, ta, ..., t4])*™ ~ C%
Let (AY)* := (A*)! x A4l and let (A%)° be the complement of the
following subset in A%:

U {t:=t; =0}

1<i<j<l

Then (A%)° = A\ Sing D and (A%)* = A?\ Supp D, where D =
Zi.:l D; = {tity---t; = 0}. We shall consider the analytic space

Xo’ = (Mo)an X(Spec C[t17t27"‘7td])an Ad
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and the projection m: X, — A%, We define X2 := X, x« (A?)° and
Xr = X, xpa (A?)*. Since X ~ (A?)* x C* does not depend on the
choice of o, we write X* := X;. Here the variable s above is considered
to be a coordinate of C*. Let us define

Xo(.k) = (SpeC Rk)an X(SpeCC[t17t27‘_.’td])an Ad.
Lemma 4.2.4. X, is simply connected.

Proof. By construction, X, contains Xék) as a Zariski-open subset,
which is isomorphic to {(u,v) € C?| |uv| < 1} x A4~!. This is simply
connected. Thus X, is also simply connected. Q.E.D.

Lemma 4.2.5. For any sign functions o, X; are isomorphic to
each other.

Proof. For any J = (j1,52,...,451) € Z% and for 1 < i < [, we
consider the algebra

l l
iRy :=C |ty,ta,. .. ta,s [ [ 7%, s7 e [] ] -
k=1 k=1

It is enough to show that X contains (Spec ;R3)™ X (speccpe])en (A%)° as
an open subset naturally, where ¢ = (t1,t3,...,%4). There is an integer
m such that o(m) = i and I;(m) = j;. Then two algebras ; Ry and R,,
are isomorphic to each other up to the localization by [], 2i tk- Next we
fix ¢’ # ¢ and compare two algebras ; Ry and ;s R3y. Then there is an open
immersion Spec(; R3[t;']) — Spec(i Ry[t; !]). Hence by combining with
the previous argument, we have an open immersion

spec (i3 [T, %']) = spee (B [TT,, t*])

for some m’. Thus we are done. Q.E.D.

In what follows, we also denote X° = &). Note that X° is also simply
connected, since codim(X, \ X°) > 2. Now we shall take a period
function w(z) on U = H! x A4~ of the form (cf. Proposition 2.1.4):

l

w(z) = Z a;z; + h(t),

=1

where h(t) is a holomorphic function on A¢ such that Im h(t) > 0. Then
we have a variation of Hodge structures H of type Iy on (A?)* whose
monodromy matrix around the coordinate hyperplane D; is of type ..
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We have e(w(z)) = e(h(t)) Hé:l ti*. Let us consider an automorphism
9 of X* defined by:

l
9: X = (AD* x C* 3 (¢, ) — (t, s - e(h(t)) Ht?") .

=1

This induces also a holomorphic automorphism of X,. In fact, we have
isomorphisms X¥) ~ x{*™® by 9. From the inequality le(w(2))] < 1
and from a similar argument to [Nk]|, we have:

Lemma 4.2.6. The action of ¥ on X, is properly discontinuous
and fixzed point free.

Therefore we can define the quotient manifold X, , which has a structure
of an elliptic fibration p: X, — A?. Here we usually assume that all the
initial values b; = 0. By composing the morphism

A%t (t,1) € A,

with the quotient morphism ¢q: X, — X,, we have a section og: A% —
X,.

Definition 4.2.7. We call p: X, — A? by the toric model of type
o and the section gg: A% — X, by the zero section of p.

Lemma 4.2.8. We have the following properties on the toric

model:

1) The period function of p is of the form w(z) = dz a;z; + h(t
=1

on H! x AdL:

(2) The monodromy matriz p(y;) is of type 1,;

(3) The fiber p~1(0) is isomorphic to a cycle of rational curves, the
number of whose components is a = Zle a;. In particular, p
1 a flat morphism;

(4) The canonical bundle of X, is trivial and hence p: X, — A% is
a munimal elliptic fibration.

Proof. It is enough to prove (4). Let us consider the meromorphic
(d + 1)-form

d
dtl/\dtz/\---/\dtd/\—s
S

on X,. It is easily checked that this is holomorphic and is a nowhere
vanishing section of the canonical bundle of X,,. Further this is invariant

under ¥. Thus this induces a nowhere vanishing section of the canonical
bundle of X,,. Q.E.D.
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Theorem 4.2.9 (minimal model). Let f: Y — A? be a mini-
mal projective elliptic fibration which is bimeromorphically equivalent to
p: X, — A%. Then there exist a sign function o’ and a bimeromorphic
morphism X, — Y over A% such that X, is a Q-factorialization of Y.

We divide the proof into the following 4 steps.

Step 1. Since f: Y — A% and p: X, — A? are minimal models, the
bimeromorphic mapping Y ---— X, is an isomorphism in codimension
one. Let A be a general irreducible divisor on Y which is f-ample. Then
its proper transform I" in X, is also an irreducible divisor. Suppose that
I' is p-nef. Then I is p-semi-ample by [Ny3, 4.8, 4.10]. Since Y and X,
are isomorphic in codimension one, we have a bimeromorphic morphism
X, — Y over A? sending I' to A. Therefore we are done in the case T’
is p-nef.

Next assume that I' is not p-nef. It is enough to find a suitable sign
function o’ such that the proper transform of A in X, is relatively nef
over A?.

Step 2. Now the positive integer a = Zf:=1 a; satisfies a > 2. Other-
wise, the central fiber p~1(0) is irreducible, so I is p-nef. For k € Z, let
Cj be the irreducible component of the central fiber 7~1(0) C X, which
intersects A\ N A+ . Ej, the component of 71~ (Dy(k)) containing
5k, and let F}, be the component of w‘l(Dg(kH)) containing Cr. Also

for k € Z/aZ, let C, be the image of Cy under the quotient morphism
Xy — X5, where k mod a = k. Further let F; and F|; be the images of
Ey and Fk, respectively. The following lemma is easily shown:

Lemma 4.2.10.

(1) If (k) = o(k+1), then E,, = F, ~ P! x D,y over Dy,y and
Cy is the central fiber of E, — Dg(,). In particular, the normal
bundle Nc, /x, is isomorphic to O(—2) & O®@-1).

(2) Ifo(k) # o(k+1), then the complete intersection E,NF, is iso-
morphic to P! x (DU(K) N DU(K+1)) over Dy(x) N Dy (1), where
Cy 1s the central fiber of E. N Fc — Dgy(y N Dy(rey1)-

(3) In the case o(k) # o(k + 1), the normal bundle of E, N Fy in
X, 1s isomorphic to p;O(—1)%2 where p; is the first projection

E.NF, ~ P! x (DU(K) N Da(/<,+1)) — P!

In particular, the normal bundle Nc¢,_ ,x, 1is isomorphic to

O(-1)%2 @ 0%(d-2),

Step 3. Since T is not p-nef, there exists a curve C,, C p~1(0) such
that I'- C, < 0. If 0(k) = o(k + 1), then T - v < 0 for any fiber ~ of



252 N. Nakayama

Ei — Dg(x). Thus E, C I'. This is impossible, since I is irreducible
and is dominating A¢. Therefore o(k) # o(x + 1). Let X! — X, be
the blowing-up along E,N F,,. By Lemma 4.2.10, we can blow-down X
along the other ruling of the exceptional divisor which is isomorphic to

P! x P! x (DU(E) N Do(n+1)) .

Thus we obtain another manifold X/ . (cf. Figure 1). By considering

this process on X, and by applying the torus embedding theory, we see
that X” ~ X, for a sign function ¢’ determined by

o(k+1), ifj=x;
o' (j) :== 4 o(k), if j=xk+1;
a(j), otherwise.
Let C’. be the fiber over 0 € A? of the image of the exceptional divisor,

C; the proper transform of C; for k # j € Z/aZ and let I be the proper
transform of I'. Then we have:

Lemma 4.2.11.

Figure 1. Flop.
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(1) Ifa > 2, then

-F'Ch‘,, Zf]:K/7
I"-C]'-: I'cC;+I'-Cx, ifj=6—1orj=x+1;
r.c;, otherwise.

(2) If a =2, then

-I'-Cy, if j = K;
F"C;:{FCHPC if7 =
-Cj Cey, if7=K+1.

Step 4. Let & be the covering degree of I' — A% and let us consider
the following set of mappings:

S = ¢:Z/az—;z‘ Y z) =6

T€EL/al

An element ¢ € Sga) is called nef if ¢(x) > 0 for all z € Z/aZ. For
y € Z/aZ and ¢ € Sga) with ¢(y) < 0, we define the flop Fy(¢) € S(ga)
of ¢ at y as follows:

(1) (cf. Figure 2) If a > 2, then

—qS(ac), if £ =y;
Fy(@)(z) == ¢ d(z) + ¢y), ifr=y—lorz=y+1;
o(x), otherwise.

(2) If a = 2, then

—(Z)(LL‘), if = Y;

Fy(¢)(z) == {¢($) +2¢(y), fz=y+1.

By the previous argument, Theorem 4.2.9 is deduced from the following;:

Proposition 4.2.12 (Termination). Any ¢ € S§“) turns to be nef
after a finite number of flops.

A lot of proofs of the proposition seem to be known. The following one
is an application of the theory of elliptic surfaces.

Proof. Let p: X — A be the toric model over a one-dimensional
disc A, determined by a positive integer a > 1 and a period function
w(z) = az. Then X is minimal over A and the central fiber p*(0)
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is a union of smooth rational curves, the number of whose irreducible
components is a. We can write:

p*(0) = Z Ci.

1€Z/aZ

For ¢ € S(ga), let L be a Cartier divisor on X with intersection numbers
L - C; = ¢(3) for all i. Note that such L exists since there exist divisors
T; for ¢ € Z/aZ such that I';- C; = §; ;. Suppose that ¢(y) < 0 for some
y € Z/aZ. Let us consider the divisor L' = L + ¢(y)C,. Then we have
L'-C; = ¢'(j) for ¢/ = Fy(¢). We here look at the exact sequence:

0— O(L') - O(L) — O(L) ® O — 0,

where B is the effective divisor —¢(y)C,. We have x(B,O(L)®0pg) = 0.
Thus h°(B,O(L)®0p) = h'(B,O(L)®Op). Let [ and I’ be the lengths
of the skyscraper sheaves R'p,O(L) and Rp,O(L’), respectively. If
p«O(L') ~ p,O(L), then [ =1'. If p,O(L') — p.O(L) is not an isomor-
phism, then I’ < [. In the former case, we have

Im(p*p. O(L) — O(L)) € O(L') € O(L).

Thus after a finite number of flops, we come to the second situation.
However the length is a nonnegative integer. Therefore we can not per-

form flops infinitely. Q.E.D.
#(0)
Wl) O/O\O
] 1 1 I
I ] ] !
| ] —_— ] ]
1 ] t |
1 1 1 I
i AT A
=¢(y+ 1)+ oy P (y—1) =
¢y +1) ¢y — 1) = dy = 1) + 6(y)
o(y) <0 ¢'(y) = —o(y)

Figure 2. Rule of flops in the case a > 2.
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Let H be the variation of Hodge structures on (A%)* induced from
the period function w(z) = Zizl a;z; + h(t) and monodromy matrices
p(7;) of type I,,. Then the group of meromorphic sections of the toric
model p: X, — A? is isomorphic to HO(Ad,GH/Ad). We shall study
the sheaf Gg/pa.

Lemma 4.2.13. Let A%--— X, be a meromorphic section. Then
there exist a sign function o’ such that the induced mapping A% -.-— X,
1s holomorphic.

Proof. LetI' C X, be the image of the meromorphic section. Sup-
pose that ' — A? is not an isomorphism. Then I' - C < 0 for an
irreducible curve C contained in a fiber of I' — A¢. Thus T is not rela-
tively nef over A?. By the same argument as in the proof of Proposition
4.2.12, we can find an expected sign function. Q.E.D.

We have the quotient morphism X, — X, by the action of 1. Since
this is the universal covering mapping of X,, every meromorphic section
of X, — A% has a lift to X,,. Note that this is holomorphic over (A%)°.

Lemma 4.2.14. The sheaf of germs of meromorphic sections of
n: X, — A% is isomorphic to the sheaf Opa(*DT)* of germs of mero-
morphic functions whose zeros and poles are contained in the divisor
D+ = {Hai>0 ti == O}

Proof. A holomorphic section of X, — A< for some ¢ is given by
s = v(t) Hézl tfi(k) for some holomorphic function v(t) on A¢ and an
integer k, where I; denotes the index function at ¢ with respect to 0. By
Lemma 4.2.13, we see that every meromorphic sections of 7 is written

by
l
s = u(t) [[ 17
i=1
for a nowhere vanishing function u(t) on A% and integers m;, for 1 <

i < with a; > 0. Q.E.D.

Then we have a natural surjective homomorphism Op4(x*D1)*— Gy /Ad-
The kernel is isomorphic to Z whose generator corresponds to the mero-
morphic function e(h(t)) Hfﬁ:l t:*. Therefore there exist the following
two exact sequences:

(4.2) 0 — Zpa =Opa(xDT)* — Sy pe — 0;

(4.3) 0 — Ors —Ona(xD*)* — € Zp, — 0.
a1>0
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4.3. Smooth model and toric model theorems

Theorem 4.3.1 (Smooth model theorem). Let f: Y — A? be a
projective elliptic fibration such that

(1) f is a smooth morphism over (A%)*,
(2) the monodromy representation is of type Io,
(3) f~Y(P) has a reduced component for a general point P of each
D;.
Then f s bimeromorphically equivalent to the smooth basic elliptic fi-

bration p: B(H) — A, where H is the variation of Hodge structures
wmduced from f.

Proof. We have a Zariski-open subset V of A? such that Y is flat
over V, codim(A%\ V) > 2, and that fiv: Yy — V admits a mero-
morphic section locally over V. Thus we obtain a cohomology class
n=nYy/V,¢) € H(V,&Ep, pa), where ¢: H ~ (R f.Zy )y is an iso-
morphism. Note that 7 is a torsion element by Proposition 4.1.5. There

is an exact sequence:
0— H~7Z% — Opa = Ggjpe — 0.

Hence we have an isomorphism:

HY(V,0y) ~ H'(V,6 g/nq),

since H*(V,Z) = 0 for i = 1,2. Thus the torsion element n must be zero.
This means that Y}y is bimeromorphically equivalent to B(H)y over V.
Since B(H)\p~ (V) has codimension greater than one, the meromorphic
mapping to Y}y extends to a meromorphic mapping B(H)-—Y over
A?. Hence f is bimeromorphically equivalent to p. Q.E.D.

Theorem 4.3.2 (Toric model theorem). Let f: Y — A% be a pro-
jective elliptic fibration such that

(1) f is a smooth morphism over (Ad)
(2) the monodromy matriz p(vy;) around the coordinate hyperplane
D; is of type 1,,,
(3) one of {a;} is not zero,
(4) f~Y(P) has a reduced component for a general point P of each
D;.
Then f is bimeromorphically equivalent to a toric model p: X, — A®.

Proof. Since the monodromy representation of f is of type Iy,
by Proposition 2.1.4, we may assume that the period function of f over

(A%)* is written as:
l
= Z a;z; + h(t)
i=1
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for a holomorphic function h(t) on A¢. Let p: X, — A? be a toric
model constructed from the variation of Hodge structures H. We have
a Zariski-open subset V C (A9)° such that f: Y — A< is flat over V,
codim((A%)°\V) > 2 and that fy : Y}y — V admits a meromorphic sec-
tion locally over V. Therefore, we have a cohomology class n(Y|v /V, ¢) €
HY(V,8p/a2), where ¢: H ~ (R'f.Zy)y~ is an isomorphism. By
Proposition 4.1.5, n(Y]y/V, ¢) is a torsion element of H(V, & pa). We
have an isomorphism H!(V,Opa(xDT)*) ~ H'(V,&y/pa) from (4.2).
From (4.3), we have a surjection

H° (V,004(+D*)) —» H*(V, D Zn,) =~ P Z

a;>0 a; >0

and an exact sequence
0— H'(V,0h4) = H' (V,0p4(xD*)*) —
= H (V, an ZD,.) ~ P H(D: "V, 7).

a; >0 a; >0

Note that H'(D;NV, Z) are torsion free abelian groups and the exponen-
tial sequence on A? induces the isomorphism H'(V, Opq) ~ HY(V,0%.).
Hence H'(V,0%,) has a structure of C-vector space. Therefore
H'(V,&y/a4) is torsion free. Thus 1(Y}/V,¢) = 0, which means that
Yy — V is bimeromorphically equivalent to the toric model p: X, —
A? over V. Hence we have a bimeromorphic mapping (Xo) v =Yy
over V. Since codim(X, \ p~1((A%)°)) > 2, codim(p~1((A%)°)\p~1(V))
> 2, and since f: Y — A?is a projective morphism, the meromorphic
mapping extends to a bimeromorphic mapping X, --— Y over A4,

Q.E.D.

By taking a unipotent reduction and a further Kummer coverings A% —
A%, we have the following:

Corollary 4.3.3. Let f: Y — A% be a projective elliptic fibration
smooth over (A%)*. Then there is a finite branched covering T — A¢
étale over (AY)* such that Y xpa T — T admits a meromorphic section.

We shall give another proof of Corollary 4.3.3, which is based on an
argument of Viehweg ([V, 9.10]).

Proof. Let A C Y be a prime divisor dominating A¢. By taking
a normalization of A, we have a generically finite surjective morphism
V — A% such that Y x,« V — V admits a meromorphic section. Let
V — T — A? be the Stein factorization. Then 7: T — A% is a fi-
nite morphism. By taking its Galois closure, we may suppose that 7
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is a Galois covering with a Galois group . Let us consider a basic
elliptic fibration p: B(H) — A< associated with the variation of Hodge
structures H induced from f over (A%)* and let By be the normal-
ization of the main component of B(H) xaa T. We fix a bimeromor-
phic mapping ¢: Y X a1 ---— Bp over T which keeps the isomorphism
of variations of Hodge structures determined by f and p. Let Gy, /1
be the sheaf of germs of meromorphic sections of By — T. Then by
the argument preceeding to Lemma 4.1.6, we have a cohomology class
NS HI(G,HO(T,GHT/T)). For a cocycle {n,}4ec representing 7, we
have a meromorphic mapping

¢'(g) := ¢(g) o tr(ng): Br -— Br — Br,
where ¢(g) is induced from

id XAdg: B(H) XAdT—%B(H) Xad T

1

We can take {n,} to satisfy ¢'(g) = p o ¢y(g) o o™, where

(Z)y(g) = (idy X Ad g): Y X Ad T-—-Y X Ad T.
Let n be the order of . Then n comes from H(G, H°(T, K,)), where

K, :=Ker(&y, /1 > Sppy1)-

Thus we have a cocycle {1y} of H°(T, K,,) and a meromorphic section
o € H(T, &y 7) such that

To =10+ — .

By replacing ¢ by tr(c) o ¢, we may assume that 7, = 7)2 € H(T,K,).
For a prime divisor I' of A¢ with I' N (A%)* # 0, let I be the unique
irreducible component of p~!(I') dominating I'. Let R(I') be the ram-
ification group for I', that is the subgroup of G consisting of all the
elements g € G satisfying the following condition: for any prime divisor
['; of T dominating I', g: T — T induces the identity on I';. If g € R(T'),
then ¢'(g) also induces the identity on every prime divisor I} on By
dominating IV. Therefore 7, coincides with the zero section at least
“over I'N(A%)*. Since K, is a local constant system with fiber (Z/nZ)®?
over 7 1((A%)*), every n, = 0. Let R be the subgroup of G generated by
all such ramification subgroups R(I"). Then it is a normal subgroup and
#(g) = ¢'(g) for any g € R. Therefore the quotient R\Y — R\T still
admits a meromorphic section. Hence if we take such a Galois covering
7: T — S with the degree of 7 being minimal, then R must be trivial.
This means that 7 is unramified over (A4)*. Thus we are done. Q.E.D.
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§5. Elliptic fibrations with smooth discriminant loci

Let S, D, j: S*— S, e: U — S* be the same objects as in §2.
A variation of Hodge structures H on S* is determined by a mon-
odromy representation p: m; := 7(S*) — SL(2,Z) and a period map-
ping w: U — H. They are described in Table 2 and Corollary 3.1.6.

Definition. A finite ramified covering 7: T — S is called a U-
covering if the following conditions are satisfied:

(1) T ~ A% = Al x A%l and T is given by
8= (61,00,...,0,t) — (O™,672, ... 9™ t') € S,

for some positive integers my, mo, ..., my;

(2) The induced variation of Hodge structures Hr := 7' H defined
on T* := 771(S*) has only unipotent monodromies, i.e., it is of
type Ip or type I(4).

Let 7: T — S be a U-covering. Then the period mapping of H is written
by

l
w(z) = Z a;z; + h(0)

for nonnegative integers a; and holomorphic function h(#) defined over
T. If the monodromy group of H is finite, then all a; = 0. Otherwise,
h(0) is the pullback of a holomorphic function on S. Under this situa-
tion, we shall classify projective elliptic fibrations f: Y — S smooth over
S* such that the induced variations of Hodge structures are isomorphic
to the given H. More precisely, we shall describe the set £7(S, D, H) de-
fined as follows: Let (f: Y — S, ¢) be a pair of a projective elliptic fibra-
tion f: Y — S smooth over $* and an isomorphism ¢: H ~ (R! f+Z) 5+
as variations of Hodge structures. Two such pairs (f;: Y7 — S, ¢1) and
(f2: Y2 — S, ¢2) are called bimeromorphically equivalent over S if there
is a bimeromorphic mapping ¢: Y] ---— Y5 over S such that ¢; = p*o¢s.
We define £1(S, D, H) to be the set of all the equivalence classes by this
relation. Let (f: Y — S,¢) be an element in £7(S, D, H). Then by
Corollary 4.3.3, we can find a U-covering 7: T" — S satisfying the fol-
lowing condition:

(5.1) Y xgT — T admits a meromorphic section.

Therefore, we have

£7(S,D,H) = lim £(S,D,H,T),
T—S
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where the inductive limit is taken over all the U-coverings 7: T — S.
Note that the set £(S, D, H,T) is identified with the cohomology group
H'(Gal(r), H*(T, &y, /r)) by Lemma 4.1.6. We see further that if a
U-covering 7: T — S satisfies the condition (5.1) for Y — S, then
Y XgT — T is bimeromorphically equivalent to a smooth morphism or
a toric model by Theorems 4.3.1 and 4.3.2. For a cohomology class in
H'(Gal(r), H°(T, S g, 1)), we have a meromorphic action of the Galois
group Gal(7) on the smooth or the toric model. We shall describe all
such actions. In this section, we treat the case [ = 1. We can further
construct minimal models of the quotient varieties. For [ > 2, we treat
the case H has only finite monodromies in §6 and the rest case in §7.

5.1. Finite monodromy case

Assume that [ = 1. We denote a = a; and m = m; for a U-covering
7: T — S. Thus 7 is defined by (61,t") — (67*,t"). Suppose that the
order of the monodromy matrix p(;) is finite. Then a = 0 and jr.Hr is
a constant sheaf for the immersion jp: T* <— T. We denote the constant
sheaf by the same symbol Hr. The exact sequence

O0—Hr — Ly, -6, —0
defined over T* extends to:
OHZ?Q — OT — GHT/T — 0.

Every sheaves appearing in both sequences are canonically G-linearized,
where G = Gal(7) ~ Z/mZ. Therefore the right action of G on Z%? =
H(T,Z%?) is induced from the right multiplication of p(7;), and that
on H°(T,Or) is described by:

£(0) = (cy, (0) + dy, ) f (120),

where w(z) = h(6) is the period function. The right action on H(T,
SH, /1) is induced from two actions above. We have an exact sequence:

Hl(G’ HO(T’ OT)) - Hl(Ga HO(T’GHT/T)) - .
- Hz(Ga 2@2) - Hz(GaHO(Ta OT))

Here we note that H?(G, H°(T,Or)) = 0 for p > 0, since H(T, O7) is
a C-vector space. Thus

HY(G,HY(T, 6y, 1)) ~ H*(G,Z%?).
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Let 7] be the fundamental group of T*. Then m; /7] ~ G. We have the
following Hochschild—Serre spectral sequence:

EY? = H?(G,HY(m,Z%?)) = EP*? = HP*9((, Z%?).

Suppose that H is of type Iy. Then E! = 79?2 — Eg’l = 792 is the
multiplication map by m. Since H?(m,Z%®?) = 0, we have

H%*(G,7%%) ~ (Z/mZ)®2.

Suppose that H is not of type Iy. Then Ey' = H%(G,Z%?) = 0.
Since H?(w1,Z%?) = 0, we have

HY(G,H(T, 8, 7)) ~ H*(G,Z) = E3° = 0.

This means that every elliptic fibration Y — T appearing in £1(S, D, H)
is a basic fibration in this case. Therefore we have:

Theorem 5.1.1. For S = A4, D = {t; = 0} and for a varia-
tion of Hodge structures H on S* = S\ D such that the order of the
momnodromy matriz is finite, we have the following identification:

£+(S, D, H) = {(Q/Z)@z, H is of type Lo,

, otherwise.

5.2. Infinite monodromy case

Assume that the order of the monodromy matrix p(7y;) is infinite,
i.e., p(71) is of type I, or I* for a positive integer a. The period function
w(z) is written by w(z) = az;+h(t), where h(t) is a holomorphic function
on S. Let 7: T — S be a U-covering determined by 6 = (6,,t') —
(07,t'). Then from the exact sequences (4.2), (4.3), we have exact
sequences of right G-modules:

(5.2) 0 — Z —H(T,Or(xD7)*) — H*(T, &y, 1) — 0,
(5.3) 0— H%T,0%) -=H*(T,Op(xD7)*) — H°(D7,Z) ~ Z — 0,

where Dy = 771(D) = {6; = 0} and 1 € Z is mapped to the function
e(h(t))t}. Suppose first that p(v1) is of type I,. Then its action on Z is
trivial and that on H(T, Op(xD7)*) is written as:

HO(T, 07 (xD7)*) 3 v(8) = v(61,t') — v (e(1/m)by,t).

Thus the action on the group H(T,Or(xD1)*) ~ H°(T,0%) & Z is
expressed by:

(u(8),n) = (u(f1,t'),n) — (u(e(1/m)01,t)e(n/m),n) .
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Let [u(6),n] be the image of (u(6),n) under the homomorphism H(T,

Or(xDr)*) = H°(T, &, r). Since G ~ Z/mZ, the cohomology group
HY(G,H°(T, &y, 7)) is isomorphic to Z*/B*, where

m—1
Z' = {5 € HO(T, GHT/T>| Y o= o},
=0

Bl:{&zn—n”l

nc HO(T,GHT/T)} .

For an element & = [u(@), n], this is contained in Z! if and only if there
is an integer k such that

(4@) ﬁ u(e(i/m)@l,t’),nm> = (e(kh(t)), kma) .

Therefore n = ka and

m—1

I w(e(i/m)s,¢') = e(kh(t) _ @_—”)

1=0 2

Hence there exist a nowhere vanishing function u;(f) and a positive
integer n; such that

u(f) = e(”l k(D) _ ka(m — 1) )ul(e)ul (e(1/m)8y, )" .

m 2m

If £ = [u(f),n] is contained in B!, then n = k'ma and
u(8) = ug(8)ug (e(1/m)by,t") " e(—n'/m + K'h(t)),
for integers k', n' and a nowhere vanishing function uz(6). Thus k = mk’

and n; +n' = k'am(m — 1)/2 mod m. Hence H'(G, H)(T, S g, /1)) =~
Z/mZ and its generator is written by

= 6= [o(M0 a1y )

2m

Let T’ ~ A% — T be a finite ramified covering branched only over D
defined by ' = (8},t') — (6{™,t'). Then Gal(T'/T) ~ Z/m'Z and
Gal(T’/S) ~ Z/mm'Z. The image of &, under the homomorphism

H'(Gal(T/$), H*(T, &gy 7)) — H'(Gal(T"/S), HX(T", S ., /1))
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is m’&,,m'. Therefore

li_I__)Il Hl(Gal(T/S)7HO(T> 6HT/T)) = Q/Z
T/S

Next suppose that p(7y;) is of type I*. At the exact sequence (5.2),
its action on Z is the multiplication of —1 and that on H°(T, Or(xDr)*)
is written by:

HO(T,Or(*Dr))* 3 v(61,t) — v (e(1/m)6y,¢') " .
Thus the action on the group H°(T,Or(xD7)*) ~ H°(T,0%) ® Z is
expressed by:
(w(6), ) = (u(Br,¢),n) > (u(e(L/m)f, ) " e(~n/m), —n) .

Let [u(8),n] be the image of (u(#),n) under the homomorphism H(T,
Or(xDp)*) — H(T, &y, 7). Since G ~ Z/mZ, the cohomology group
HY(G,H°(T, &y, r)) is isomorphic to Z'/B*, where

{£€H° T, Gy r) | Zg% —o}

= {g:n-ml neH (T,GHT/T)}-

For an element ¢ = [u(#), n], this is contained in Z! if and only if

((—1)“ 1:[ u (e(i/m)y,¢) Y ,0) —(1,0).

By taking #; = 0, we see that n is even. Since H!(G, H°(T,Or)) =0
and H%(G,Z) = 0, we have H*(G, H°(T,O%)) = 0. Therefore there
exist a nowhere vanishing function u;(7) such that

u(0) = u1(0)uy (e(1/m)bq,t').

Let v(8) := e(—n/(4m))ui(6). Then ¢ = [u(d),n] = n— ™ for n =
[v(8),n/2]. Hence £ is contained in B'. Therefore H(G, H*(T, &y, /1))
= 0. Thus we have:

Theorem 5.2.1. For S = A% D = {t; = 0} and for a varia-
tion of Hodge structures H on S* = S\ D such that the order of the
monodromy matriz is infinite, we have the following identification:

Q/Z, in the case Lg;

0, in the case I,.

EY(S,D,H) = {
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5.3. Minimal models

Suppose that p(v1) is of type Iy. Let (p/m, ¢/m) be a pair of rational
numbers, where p, g, m are positive integers and ged(m, p, q¢) = 1. Giving
such a pair modulo Z®? is equivalent to giving an element of (Q/Z)%?
whose order is m. Let 7: T' — § be the cyclic covering defined as
before with mapping degree m. The smooth basic fibration B(Hr) — T
is described as the quotient space of T' x C by the following action of
(n1,n2) € Z%92:

T x C3(6,¢) — (0,¢ + nih(t) + no),

where h(t) = w(z) is the period function. From (p/m,q/m), we have
the following action of the generator 1 of G ~ Z/mZ on B(Hr):

B(Hr) 5 [(61,1),¢] = |(e(1/m)8y, ), + Zh(t) + 1.

An elliptic fibration f: Y — S smooth over S* having H as its varia-
tion of Hodge structures is bimeromorphically equivalent to the quotient
space by the action above for some (p/m,q/m). Note that the action
is free. Therefore the quotient space X is nonsingular. Let Dx be the
support of the divisor 7*D, where m: X — S is the induced elliptic fi-
bration. Then 7*D = mDx and thus the singular fibers of 7 are elliptic
curves C/(Zh(0,t") +Z+ Z((p/m)h(0,t') + (¢/m))) with multiplicity m.
We have the canonical bundle formula:

wx >~ 71'*((4)3) X Ox((m — 1)Dx).

In particular, 7: X — S is the unique minimal model in the bimeromor-
phic equivalence class over S.

Theorem 5.3.1. Let f: Y — S = A? be a projective elliptic fibra-
tion smooth outside D = {t; = 0}. Suppose that the induced variation
of Hodge structures is of type Ig. Then f has a unique minimal model
m: X — S such that X is nonsingular, 7 is a flat morphism, and

wx ~ mrwg ®Ox(<m— 1)Dx)

for some positive integer m, where Dx — D s a smooth elliptic fibration
and ™D =mDx.

In the case d = 1, the singular fiber is called of type ,,Ip in Kodaira
([Kd1]) (cf. Figure 3).

Next suppose that p(vy1) is of type I, for a > 0. Let p and m be
coprime positive integers, T' — S the finite cyclic covering

T>60=(6,,t)— (07,t)e S
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o

Type ml Type ml Type w1

Type ml, with a > 2 Type I3

(b + 5 - rational curves)

Type I}

Figure 3. Singular fibers of Types 1, and I}.

defined as before, and let X — T be the toric model associated with
the period function w(z) = az; + h(t). The X is the quotient space
of X = Upeg X® by the action: X > s +— sf7*%e(h(t)), where s is a
coordinate of C* under the isomorphism T* x7 X ~ T* x C*. We now
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)

Type II Type 111 Type IV

6 4 3
1
4 Y& 5
2 ;12&
2

™~

Type II* Type IIT* Type IV*

(X

Figure 4. Singular fibers of Types II, III, IV, IT*, III* and
| AVA

have the following action of p(v;) on X corresponding to p/m € Q/Z:

X 30,8 = [(61,¢), ]
— | (e(1/m)81,t) 5 ¢ (3 (h(t) - M)) 9{’“} ,

m 2

where [0, s] denotes the image of the point (6,s) € T* x C*. Note that
the action is holomorphic and free on the whole space X. Let n: Z — S
be the elliptic fibration obtained as the quotient by the action. Let Dy
be the support of the divisor 7*D. Then each fiber of Dy — D is a
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cycle of rational curves, the number of whose irreducible components
is a, and 7*D = mDj. The canonical bundle wz is isomorphic to
m™*ws ® O((m — 1)Dgz). In particular, 7: Z — S is the unique minimal
model of f: Y — S. Thus we have:

Theorem 5.3.2. Let f: Y — S = A? be a projective elliptic fi-
bration which is smooth outside D = {t; = 0}. Suppose that the induced
variation of Hodge structures is of type 1, for a > 0. Then f has a
unique minimal model w: Z — S such that Z is nonsingular, 7 is a flat
morphism, and

wz ~1ws ® Oz((m —1)Dyz)

for some positive integer m, where each fiber of Dz — D is a cycle of

rational curves, the number of whose irreducible components is a, and
™D =mDgy.

In the case d = 1, the singular fiber is called of type ,,I, in Kodaira
([Kd1]) (cf. Figure 3).

Finally, we shall consider the rest cases, i.e., p(7y;) is one of types I3,
IT, IT*, II1, I11*, IV, IV* and I for a > 0. We have only to give a minimal
model for a basic elliptic fibration B(H) — S. There are two methods.
First one is starting from the description of the action of G on the
smooth basic elliptic fibration or the toric model over T'. After resolving
the singularities of quotient spaces, we take successive contractions of
the exceptional curves of the first kind. This is done in [Kd1] in the
case d = 1. The same argument works even in the case d > 1, since
the singularities are of similar types. In the second method, we use
Weierstrass models. We may assume that B(H) ~ Wg(Og,a,3) for
some functions «, 8 such that 4a3 + 2732 vanishes only over D = {t; =
0}. Since p(7;) is one of such types, we see that « = 3 = 0 on D. The
singular locus of the Weierstrass model {Y?2Z = X3+a(t) X 2%+ 3(t) 23}
is the locus {Y = ¢; = 0}. This singularity is locally isomorphic to
F x C% 1, where F is a surface singularity and is a germ of a rational
double point. Therefore by taking standard resolution of singularities
Z — Ws(Os,a,3), we have a minimal elliptic fibration 7: Z — S.
Therefore we have:

Theorem 5.3.3. Let f: Y — S = A? be a projective elliptic fi-
bration which is smooth outside D = {t; = 0}. Suppose that the induced
variation of Hodge structures is not of type 1, (a > 0). Then f admits
a meromorphic section and has a unique minimal model 7: Z — S such
that Z s nonsingular, 7 is a flat morphism, and wz ~ 7w*wg, where each
fiber of ©*D — D 1is isomorphic to the singular fiber of the same type
obtained in Kodaira ([Kd1]) (cf. Figure 3 and Figure 4).
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Since the minimal models are unique, we have the following result from
Theorems 5.3.1, 5.3.2 and 5.3.3:

Corollary 5.3.4. Let f: Y — S be an elliptic fibration over a
complexr manifold S. Assume the following conditions are satisfied:

(1) f is smooth outside a nonsingular divisor D C S;

(2) For any point P € S, there is an open neighborhood U such
that Yy — U is bimeromorphically equivalent to a projective
morphism.

Then there is a minimal elliptic fibration m: X — S for f such that X
s nonsingular and w is flat.

Let f: Y — S be an elliptic fibration smooth outside a normal
crossing divisor D. Let C C S be a general smooth curve intersecting an
irreducible component D; transversely at one general point P. Over an
open neighborhood U of P, we have the unique minimal elliptic fibration
Zy — U from Yy, — U, by above theorems. Then the singular fiber
over P of the minimal elliptic surface obtained from the fiber product
Y x4 C — C is isomorphic to that of Z;; — U.

Definition 5.3.5. The singular fiber type of f over the divisor D;
is defined to be the type of the fiber over P = C N D; of the minimal
elliptic surface obtained from the fiber product ¥ x ¢ C — C for a
general curve C.

§6. Finite monodromy case

6.1. Cohomology groups

Let S = A% D = {t1ty---t; = 0} = ._ D, S* = S\ D be
the same objects as in §2 and let H be a polarized variation of Hodge
structures of rank two and weight one defined on S*. In this section, we
treat the case the monodromy group Im(7; — SL(2,7Z)) is a finite group.
Then by §5, the singular fiber type over the coordinate hyperplane D;
is one of ,,Ip, I§, IT, IT*, IIL, ITT*, IV and IV*.

Let 7: T — S be a U-covering. Then the pullback 77! H extends
trivially to a constant system Z?z together with Hodge filtrations. The
period function w(z) of H is written by w(z) = h(#) for a holomorphic
function h(6) on T. Let Hr be the variation of Hodge structures on 7.
We have an exact sequences:

0— Hr ~7%* > Ly, ~ Or — Gy, — 0.

Since there is a factorization m; — G = Gal(7) — SL(2,Z) of the mon-
odromy representation, the sheaves 2%2, Or, and G, are G-linearized.
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By taking global sections, we have:
0 — 2%* — H°(T,Or) — H(T,6y,) — 0,
where the right G-module structures of Z%®2 and H°(T,Or) are given
by:
29?3 (m,n) — (m,n)p() and H*(T, Or)> f(0) — (cyh(6)+dy) f(16),

respectively, for v € 7;. Since H°(T,Or) is a C-vector space, we have
HY(G,H°(T,Or)) = 0 for i > 0. Therefore

HYG,H(T,6y,)) ~ H*(G,Z%?).

First of all, let us consider the case H is of type Iy. Then Z%? is a
trivial m1-module. We have the following commutative diagram of exact
sequences:

0 — 279 — , Q%2 — ., (Q/Z)® — 0

| | |
0 —— Z% — HYT,07) —— H°(T,6g,.) —— 0.

Here the homomorphism Q%2 — H?(T,Or) is given by (q1,q2) —
q1h(0) + g2. Therefore we have also an isomorphism:

H\(G, (Q/7)®?) ~ HY(G, H(T, &1,)).
Hence the set £7(S, D, H) is identified with
lim H'(G,(Q/2)%%),
™1 -» G

where the limit is taken over all the finite quotient groups G of m;. By
considering the isomorphism H(G, (Q/Z)®?) ~ Hom(G, (Q/Z)%®?), we
have

£+(S, D, H) = Hom(m1, (Q/Z)%?) = (Q/Z)%*.

Next let us consider the case H is not of type 1. For the U-covering
T — S, let 7} be the fundamental group of T*. Then G = m; /7] and
we have the Hochschild—Serre spectral sequence:

EP? = HP(G, HY(n},Z%%)) = HPY9(nmy, Z%%).
Since Z%? is a trivial 7}-module, we have

z%2, q=0;

Hi(r! 79%) ~
(m ) {Hom(/\qwi,Z@z), q>0.
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We know HO(m;,Z%?) = 0 by Theorem 2.2.1. Hence Ey' = E>* = 0.
Therefore we have an injection

E>° = H*(G,79?%) — H?(m, 79?).

We shall show it is also surjective for some U-covering T — S. The
cohomology group H?(m,Z%?) parameterizes all the smooth elliptic fi-
brations over S* having the same variation of Hodge structures by §2.2.
Since this is a finite group by Theorem 2.2.1, they are all projective mor-
phisms. Therefore by Theorem 4.1.1, we can extend them to projective
morphisms over S. Hence

H*(m,2%%) = | JH?(G,Z%?),
where G is taken to be the Galois group of a U-covering. Therefore
£7(S,D,H) = H*(G,2%%) = H*(m,, 2%?)

for some U-covering T'— S. As a result, we have:

Theorem 6.1.1.

( (Q/Z)®2la H is Of type IO;
(2/22)®20-1) H is of type I;
E¥(S,D,H) = {0, H is of types I or IVY,

(2/22)®0=1) H is of type III™;
(Z/3Z)®0=Y) | H is of type IVEf).

6.2. Construction

Case Iy. A variation of Hodge structures H of this type is de-
fined only by a single-valued holomorphic period function w(t): S — H.
The basic smooth elliptic fibration B(H) — S associated with H is con-
structed as the quotient of S x C by the following action of (m,n) € Z%2:

(t, ) — (t, ¢ + mw(t) + n).

Let (p;,q;) be elements of (Q/Z)®? for 1 < i < I. Let m; be the order |
of (pi,q:) in (Q/Z)®? and let 7: T = A% — S be the Kummer covering
defined by:

T>0= (91,02,...,0[,t,) = (G;nl’g;nz,“.’o;nl’t’) €85.

The action of the Galois group G = Gal(7) ~ 692:1 Z/m;Z on T Xg
B(H) is as follows:
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where [0, (] denotes the image of (,{) € T x C in T xg B(H). Then
the quotient G\(T' xg B(H)) — G\T ~ S is an elliptic fibration corre-
sponding to the element {(p;,q;)}'_, € £E1(S, D, H).

Theorem 6.2.1. If H is of type 1y, then there exists a minimal
elliptic fibration for any element of E7(S, D, H).

Proof. We consider the fixed points for the action of v € G on
T xg B(H). Then we see that if

ki _k k
Y=Y ""Y(l

has a fixed point, then any points over the locus {6 = 76} are fixed and

l

(6.1) > ki(pi,gi))=0 in (Q/Z)%2

i=1

Let Gy C G be the subgroup consisting of any v satisfying (6.1). Then
Go\(T xg B(H)) ~ (Go\T') xs B(H). Note that the singularities of
Go\T' are described by means of a torus embedding theory. By [R],
there is a toroidal partial resolution of singularities V. — Go\T such
that V has only terminal singularities and the canonical divisor Ky is
relatively nef over S. It is constructed by a decomposition of the cone
associated with Go\T. Since G /G preserves the decomposition, we have
an action of G/Gy on V. Thus we have an action of the same group on
V xg B(H) which is bimeromorphically equivalent to that on (Go\T) x g
B(H). We see the action on V xg B(H) is free. Thus the quotient
space X := (G/Go)\(V xgs B(H)) has only terminal singularities and
the canonical divisor K x is relatively nef over S. Hence we obtain a
minimal model. Q.E.D.

Example 6.2.2. Let [ = d = 2 and take (1/2,1/2),(1/3,1/3) €
(Q/Z)®?. Then m; = 2 and ms = 3. For integers ki, ko, k1(1/2,1/2) +
k2(1/3,1/3) = 0 if and only if &, =0 mod 2 and k; =0 mod 3. Thus
the action of the Galois group G on T xg B(H) is free. Hence the
quotient space X = G\(T xgs B(H)) is nonsingular and the elliptic
fibration f: X — S = A? is a flat morphism. The fiber over a point of
D; \ {(0,0)} (resp. D2\ {(0,0)}) is a multiple fiber with multiplicity 2
(resp. 3). The central fiber is also a non-reduced curve with multiplicity
6, whose support is a nonsingular elliptic curve. We have:

Kx ~ f*Kg + D] + 2D,

where D! is the irreducible component of f*(D;) for i =1, 2.
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Example 6.2.3. Let [ = d = 2 and take (1/2,1/2),(1/4,3/4) €
(Q/Z)®2. Then m; = 2 and my = 4. For integers ki, k2, k1(1/2,1/2) +
k2(1/4,3/4) = 0 if and only if ks is even and k; + k2/2 is also even.
Thus Gy is generated by 712, which is of order 2. The action of Gy on
T = A? is written by:

(01, 92) — (—-91, —02).

Therefore Go\T' has an ordinary double point as the singularity. Let
V — Go\T be the minimal desingularization. Then G/Gqy ~ Z/4Z acts
on V and the quotient space W := (Z/4Z)\V is obtained by the blowing
up of S = A? along the ideal (t%,t3). The W has one exceptional curve
C ~ P! and proper transforms D}, D} of coordinate lines D; = {¢; = 0}.
The intersection D] N C is one point and it is an ordinary double point.
The minimal elliptic fibration X — W is smooth outside D] U D}, and
singular fiber type over Dj is 3Ip and that over Dj is 41,.

Other Cases. Let 7: T = A% — S be a U-covering. The natural
extension of 7' H on T™ to T is denoted by Hr. Let w(z) = h(0): T —
H be the period function and let B(Hr) — T be the associated smooth
basic elliptic fibration. The B(Hr) is isomorphic to the quotient space
of T x C by the following action of (m,n) € Z%?:

0,¢) — (0, + mh(0) +n).

Let us consider functions F;(z) listed in the Table 6. These are holo-
morphic function over T, since the period function w(z) = h(#) is so.
Similarly to Theorem 2.2.2, if we take the U-covering 7: T' — S in a suit-
able way, then we can define an action of the Galois group G = Gal(r)
on B(Hr) by:
(+Fi(2)

[O,C] - 710’ C%h(e) + d’h‘ .
The quotient by the action induces an elliptic fibration X — S, which
is of course the extension of the corresponding smooth elliptic fibration
over S*. Since all the cohomology classes of H?(my,Z%?) are represented
by the functions F;(z), we have all the elliptic fibrations corresponding
to elements of £1(S, D, H). The possible singular fiber types over coor-
dinate hyperplanes are listed in Table 9.

§7. Infinite monodromy case

Let H be a variation of Hodge structures of type I, or Igi)) on S*.

We use the same notation as in §2. The period function w(z) is written

by
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Table 9. Possible singular fiber types.

Type of monodromy | Singular fiber types (0 < a,m € Z)
Io mlo
IS IDa 2107 IS
1) Io, I¥, IL, I*, IV, IV*
1110 To, 2lo, I, I1I, IIT*
v Tp, 3o, IV
v Io, I¥, IV, IV*
I+ mla
I(:_)) (0) Im 2Ia> Ia
I (1) Lo, 2la, ala, 17
1) (2) Iy, ola, It

l
= Z a;z; + h(t)
=1

for a holomorphic function h(t) on S, where a; > 0 and one of a; is
positive. Let 7: T ~ A? — S be a U-covering determined by 7*t; = g7
for 1 < ¢ < [. Then the monodromy matrix around the coordinate
hyperplane Dr; = {0; = 0} is of type L,,,,4,. Let G be the Galois group
Gal(r) ~ @£=1 Z/m;Z and let ' be the kernel of m; — G, which is the
fundamental group of T* = 771(S*). We shall calculate the cohomology
group Hl(G,HO(T,GHT/T)). Let D} be the divisor {Il.,500: = 0}.
Then as in (4.2) and (4.3), we have the following two exact sequences:

(71) 0— ZT -—>OT(*D+)* - GHT/T — 0
(7.2) 0 — Oy »O0r(+xDF)* = € Zp,., — 0.
a; >0

Note that the @, ., Zp,, is considered to be a submodule of R jr.Zr+
~ @izl Lp, ;, where jr is an immersion T* —T. By taking global
sections, we have the following two exact sequences of G-modules:

(7.3) 0 — Z —H°(T,0r(xDF)*) — H*(T, & gyy1) — 0;

(7.4)

0 — H(T,05) —H(T,0r(+xDF)*) — H'(T, @ Zp,,) =: L — 0.

a; >0
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Here L7. is considered to be a submodule of H(T, R jr.Zr+) ~ Hom(7',
Z). Since we fix generators y; of 71, we have a natural isomorphism
Hom(my,Z) ~ Z®'. By using this isomorphism, we identify L} with
D,,~0(1/mi)Z, i.e., we shall write an element of LEby (q1,92,---,q) €
Q®!, where g; = 0 for a; = 0 and m;q; € Z for all 5. By the sequence
(7.4), we see that H°(T,Or(xD3)*) is isomorphic to the direct sum
HO(T,0%) @ L; as an abelian group. The isomorphism is described by:

(u(0), (¢:)) — w(6) T 6.

Therefore the induced action of v; € m; (more precisely, the image of ~;
in G) on the direct sum is written by:

(w(6), (@) — ((w0)ea) V7, (1) (a0))

By (7.1) and (7.2), we have a homomorphism OF — &g, /1, from which
the following exact sequence of G-modules is derived:

(7.5) 0 — H°(T,03) — H(T, 6y, /1) — Lt /Za — 0,
where a := (a1, as,...,a;) € Z® = Hom(my,Z).

7.1. Case I(4,
Suppose that H is of type I;). Then every ¢; = 0. Thus Z

in the sequence (7.3) and L7 are trivial G-modules. For (u(f),q) €
H°(T,0%) ® LT, let [u(8), q] be the image under the homomorphism

H®(T,0r(xDf)*) — H(T, S g/r),

where q = (q1,42,--.,q) € LE. Since G is isomorphic to @izl Z/m;Z,
the cohomology group H'(G, H(T, &y, /7)) is isomorphic to Z'/B?,
where Z! and B! is defined by:

mi;—1
Zl = {(51)5:16 HO(T76HT/T)®Z . Z g;h = Oa gz _5;7_7 - é-] —5_71} ;

r=0

B! .= {(77 — ") 177 € HO(T’GHT/T)} '

Lemma 7.1.1. For & = [u;(0), q%], the collection (&;)!_, is con-
tained in Z*' if and only if there exist integers n;, rational numbers \; for
1 <1 <, and a nowhere vanishing function v(0) defined on T satisfying
the following conditions for any 1 < 4,5 <|I:
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(1) miN\; € Z;

(2) (ni/mi)a; = (nj/mj)a; mod Z;

(3) ¢ = (ni/mi)a;

(4)

(mi — l)nzaz h(t)’l’lz
2mi + m;

ui(0) = e (Ai - ) v(@)v(v:0) L.

Proof. We see the condition is equivalent to the following condition
by simple calculation: there exist integers n; for 1 < ¢ <[ such that

(1)

m,;—l y
(_ gimi(m; — 1)

H u; (v ) =e 5 + nih(t)> ,
r=0
(2) m;q* = n;a, .
(3) ui(B)ui(v;0) " e(—g}) = u;(0)u; (v:0) " e(—q7),
for any 4,5, where ¢* = (¢¢,43,...,¢}) € L}. By taking 6 = 0 in (3),
we see q;- — q{ € Z. Further by (2), we have qj- = (n;/m;)a; for any i, j.
Therefore (n;/m;)a; = (n;/m;)a; mod Z for any i,j. Let us define

5:(0) = s (0)e ((mi — Dnia; h(t)ni) .

2mi m;

Then we have []; " v;(770) = 1 and v;(8)v;(v;0) " = v;(0)v;(v:0) "
for i,5. Thus {v;(6)} defines an element of H'(G, H°(T, O%)). Thus we
have rational numbers \; for 1 < ¢ < [ with m;\; € Z and a nowhere
vanishing function v(#) on T such that

v (0) = e(\)v(0)v(y:0) L. Q.E.D.

By considering the condition that the collection (&;) is contained in
B! we have:

Corollary 7.1.2. The cohomology group H'(G, H*(T, Sy, /1)) is
isomorphic to

P mlz/z

SE {(ni/mi) € G}m{lZ/Z‘ (n;/m;)a; = (nj/m;)a; mod Z}.

Since our description of L}_ C Hom(m, Q) is compatible with any
further U-coverings T — T — S, we have:
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Theorem 7.1.3. Suppose that H is of type Iy and the mon-
odromy matriz around the coordinate hyperplane D; is of type 1,,. Then
the set E1(S, D, H) is identified with the group

l
Po/ze {(pi) cPpa/z

a.,;=0 =1

pia; = pja; mod Z for any i,j} .

Let k be the number of indices 1 <1 <1 with a; > 0 and let a := ged a;.
Then the group is isomorphic to:

(Q/2)* ="V @ (Z/az)®! D).

Next, we shall construct the elliptic fibration associated with an el-
ement of E1(S, D, H). By Theorem 7.1.3, every element of £¥(S, D, H)
is determined by l-pairs of rational numbers (p;,q;) for 1 < ¢ <[ such
that ¢; = 0 for a; > 0 and that p;a; = pja; mod Z for any 1 <4¢,j <.
Let m; be the order of (p;,q;) in (Q/Z)®? and let 7: T = A% — S be
the U-covering with 7%t; = )" for 1 <14 <[. Let X, — T be the toric
model associated with the variation of Hodge structures 7='H on T*
and with a suitable sign function o. For the universal covering space
X, of Xy, X° and X™* are the open subsets ()50 and (X5)|g, re-
spectively. We know that X* ~ T* x C*. For 1 < i <[, we have the
following isomorphism of A'*:

l pi
iai(m; — 1 R
(0,s) — 71'9,8‘6(‘1i—1‘7‘9%+pih(t)) (I I 05" J)
i=1

This extends to an isomorphism of X°. Since it is compatible with the
action of

9: (8,5) — (9,3 - e(h(t)) fi[lom)

we have a meromorphic action of Gal(7) on X,. If we choose a sign func-
tion o with respect to (mya; /n,maas/n,...,ma;/n) for n = ged(myay,
madas, . .., mya;), then the action is holomorphic. By taking the quotient,
we have an expected elliptic fibration.

()
7.2. Case I(+)

Next suppose that H is of type I\

(+)
sequence (7.3) and on L. as the multiplication of (—1)%. By the iso-

morphism as an abelian group

H'(T,Or(xDf)*) = H(T,01) ® Ly,

Then ~; acts on Z in the
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— O
(_
— O

L

0 — HYT,0r) — HT,0r)®L}{ — LI - 0

J J

0 — HYT,0%) — H(T,6y,7) — L}f/Za — 0

l | l

0 0 0

Figure 5. (cf. Lemma 7.2.1.)

we have a G-module structure on the direct sum. We can define a
compatible 7;-module structure on H%(T, Or) & L., where the v, acts
as

(£(0), (gi)) = (=1)% (f(;0) + g5, (1))
Then we have: ‘
Lemma 7.2.1. We have an exact sequence of my-modules:
(76) 0—2Z% — HYT,0r)® Lt — H*(T, &y, 1) — 0,
where Z%? is the w-module associated with the monodromy representa-
tion 1 — SL(2,Z) and the first homomorphism is given by:
Z%? > (m,n) — (mh(t) +n,ma) € H(T,Or) ® L.

Further there is the commutative diagram Figure 5, where the left vertical
sequence is induced from the exponential sequence of T', and the right
vertical sequence is induced from 1 — a.

Thus we have a long exact sequence:
0 — H(m},2%%) - H(n}, H(T, Or) ® L7) — H°(T, S ppyr) —
— HY(r,2%%) ->H(n}, H(T,Or) ® L) — - --



278 N. Nakayama

H°(G,L}/Za) —— HYG,H°(T,0%)) —

l l

H°(G,HY(r},29?)) —— H*(G,H°(n},Z%?%)) ——

—— HYG,H(T,6y4, /1)) —— HYG,LE/Za) ——

! -

——  FY(H(ry,Z%%)) —— H\(G,H(r},2%) ——

- Hz(G’ HO(T,O}))

l

—— H3(G, H(xy, Z%?)).
Figure 6. (cf. Lemma 7.2.3.)

Lemma 7.2.2.

(1) HO(W17HO(T7 OT) ® L;) = HO(T’ OT)
2) The image of HY(T,&y..,1) — HY(w!,Z%?) is isomorphic to
T/ 1
L}/ Za.

Proof. Let (f(0), (g:;)) be an|-invariant element of H*(T, Or)®L1.
Then m;q; = 0 for any ¢. Hence ¢, = 0. Conversely, (f(6),0) is 7}-
invariant. Hence (1) is derived. Furthermore, we see that the injection

H%(m,Z%%) — H°(x}, H*(T,O7) @ L3})

is isomorphic to Z — H®(T,Or), which sends 1 to 1. Thus we have (2),
by Lemma 7.2.1. Q.E.D.

By considering Hochschild—Serre’s spectral sequence, we have:

Lemma 7.2.3. The commutative diagram Figure 6 of eract se-
quences exists, in which the top sequence is a part of a long eract se-
quence induced from (7.5) and the bottom sequence is a part of the
edge sequence of Hochschild—Serre’s spectral sequence for Z.92. The
F'(H?(my,7%?)) is the filtration induced from the spectral sequence.
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Corollary 7.2.4. The homomorphism
HYG,H*(T, &g, 7)) — H*(m1,2%?)

18 an injection.

Proof. Let us consider the commutative diagram in Figure 6. The
cokernel of L} /Za — H'(r},Z%?) is a torsion free group, where v; acts
as the multiplication of (—1)¢. Thus the G-invariant part of the cokernel
is zero. Therefore the first vertical homomorphism is an isomorphism
and the fourth one is injective. The second homomorphism is also an
isomorphism, since H*(G, H°(T,O1)) = 0 for i > 0. Therefore the
homomorphism in question is injective. Q.E.D.

Theorem 7.2.5. Suppose that H is of type Igi)).

EY(S,D, H) is identified with the group H?(my, Z%?).

Then the set

Proof. We know £(S,D,H) = lim HY(G,H*(T, Sy /1))
Thus we have an injection £¥(S, D, H) — H?(ny, Z%?) by Corollary 7.2.4.
On the other hand, £1(S*,0, H) is identified with H?(my, Z®?) by The-
orem 2.2.2. Since this is a torsion group, every smooth elliptic fibration
over S* having H as a variation of Hodge structures extends to a pro-

jective elliptic fibration over S by Theorem 4.1.1. Thus the mapping
EY(S,D,H) — H?(my,Z%?) is bijective. Q.E.D.

Next we shall construct the elliptic fibration associated with an ele-
ment of £1(S, D, H). Let H be a variation of Hodge structures of type

IE:)). Let 7: T = A? — S be a U-covering with 7*t; = 6.** for suffi-
ciently large m;, e.g., m; = 4. Let X, — T be a toric model associated
with the same variation of Hodge structures as 7~'H. As in the previ-

ous case, let us consider X° and X*. Then X* ~ T* x C*. According

to the types IE?)(O), Ig:))(l) and IE:))(Q), let F;(z) be the function listed
in Table 6. Since w(z) = ) a;z; + h(t), e(F;(2)) is the multiple of unit
holomorphic functions on S and monomials of 8; for 1 < ¢ < [. Hence

by the mapping:
X*>(0,s) — (%9, (s- e(Fi(z)))(*l)cj :

we have a holomorphic action of the Galois group G = Gal(7) on the
X° and a meromorphic action on the toric model X,. Although it is
not necessarily a holomorphic action, by taking its ‘quotient’, we have
an expected elliptic fibration. The possible singular fiber types over
coordinate hyperplanes are listed in Table 9.
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§Appendix A. Standard elliptic fibrations over surfaces

We shall study elliptic fibrations over normal surfaces. If the base
surface is nonsingular and the fibration is smooth outside a normal cross-
ing divisor, then the local bimeromorphic structures are classified in §6
and §7. But here we do not use these results but the flip theorem [Mo]
and the flop theorem [Kw4] (cf. [K12]) for threefolds. We shall prove the

following:

Theorem A.1. Let w: X — S be a locally projective elliptic fi-
bration over a normal complex analytic surface S. Then there exist a
standard elliptic fibration f: Y — T and a bimeromorphic morphism
w: T — S such that m and p o f are bimeromorphically equivalent and
Ky is po f-semi-ample.

A standard elliptic fibration is defined as follows:

Definition A.2. Let f: Y — T be an elliptic fibration over a
normal surface T'. If the following conditions are satisfied, then f is said
to be a standard elliptic fibration:

(1) Y has only terminal singularities;

(2) Y has only Q-factorial singularities, i.e., for each point y € Y
and for any Weil divisor D defined on a neighborhood of y, mD
is Cartier at y for a positive integer m;

(3) f is a locally projective morphism;

(4) f is an equi-dimensional morphism, i.e., every fiber of f is one-
dimensional;

(5) There exists an effective Q-divisor A on T such that (T, A) is
log-terminal and Ky ~q f*(Kr + A).

Remark A.3.

(1) po f may not to be a locally projective morphism.

(2) If T is nonsingular, a standard elliptic fibration f: Y — T is a
flat morphism.

(3) For the definition of log-terminal pair, see [KMM], or [Ny3].

Therefore, the classification of threefolds admitting elliptic fibrations is
reduced to that of standard elliptic fibrations.

For the proof, we recall the following semi-ampleness theorem. This
was originally proved by [Kw3, 6.1] in the case S is a point. It is general-
ized to the algebraic case in [Nyl1, 5] (cf. [KMM, 6-1-1]) and to the case
X is a variety in class C and S is a point in [Ny3, 5.5]. Further [Ny3,
5.8] treats in a case of degenerations. But these proofs are essentially
same and depend on the torsion free Theorem 3.2.2. Thus we have:
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Theorem A.4 (Semi-ampleness theorem). Let 7: X — S be a
projective surjective morphism from a normal complex variety X onto a
complez variety S, A an effective Q-divisor of X and H a Q-divisor of
X. Then H is m-semi-ample if the following conditions are satisfied:

(1) (X,A) is log-terminal;

(2) H and H— (Kx + A) are w-nef;

(3) v(H - (Kx +A)x,) = k(H — (Kx +A)x,) for a general fiber

Xs;
(4) k(aH — (Kx +A)x,) >0 andv(aH — (Kx +A)x,) = v(H —
(Kx + A)|x,) for some a > 1 on a general fiber X,.
Here v(D) denotes the numerical D-dimension (cf. [KMM, 6-1-1]).

Proposition A.5. Let m: X — S be a locally projective elliptic
fibration over a surface S. Then there exist a locally projective elliptic
fibration g: Z — R, a bimeromorphic morphism v: R — S, and an
effective Q-divisor A on R satisfying the following conditions:

(1) m and v o g are bimeromorphically equivalent;

(2) Z has only terminal singularities;

(3) Z is Q-factorial over any point of S;

(4) (R, A) is log-terminal,;

(5) Kz ~g 9" (KRr + A);

(6) Kr + A is v-ample.

Proof. Since 7 is locally projective, for each point s € S there is an
open neighborhood U, such that 7= (i) — U, is a projective morphism.
Thus by applying minimal model theorem [Mo], [Ny3, 8§4] to (Us, s), we
have an elliptic fibration hg: Z; — U, such that
U. C U, is also an open neighborhood of s,

Zs has only terminal singularities,

Z, is Q-factorial over s,

hs is a projective morphism, bimeromorphic to 7 over U,

Kz, is hs-nef.

The Z; is not uniquely determined in general, but by [Kw4], it is deter-
mined up to a sequence of flops. Thus except a discrete set of points of
S, Zs is uniquely determined. Therefore we can patch these Z; and get
a locally projective elliptic fibration h: Z — S such that

e Z has only terminal singularities,

e / is Q-factorial over any point of S,

e h is a locally projective morphism, bimeromorphic to T,

e K7 is h-nef.
By Theorem A.4, we see that Kz is h-semi-ample. Therefore there exist
a bimeromorphic morphism v: R — S, a Q-Cartier divisor L on R, and
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an elliptic fibration g: Z — R such that h =vog, Kz ~g ¢g*L, and L
is v-ample. By [Ny4, 0.4], we have an effective Q-divisor A on R such
that (R, A) is log-terminal and Kz ~g g*(Kr + A). Q.E.D.

Proposition A.6. Letn: X — S, g: Z —- R, andv: R — S be
as in Proposition A.5. Then there exist an equi-dimensional elliptic fi-
bration ¢': Z' — T and a bimeromorphic morphism 6: T — R satisfying
the following conditions:

(1) 60g" and g are bimeromorphically equivalent;

(2) p:=voé and pog are locally projective morphisms;

(3) Z' has only terminal singularities and is Q-factorial over any
point of S,

(4) Kz is Q-linearly equivalent to the pullback of Kr + A.

Proof. We may assume that g is not equi-dimensional. In general,
g is equi-dimensional over a neighborhood of v~ 1(s) for s € S except a
discrete set of points. Thus we can consider locally on S. Let us take
such exceptional point P € S and look at the vector spaces N1(Z/S; P),
NY(Z/R; v~ (P)), Ni(Z/R;v~\(P)) (cf. [Ny3, §4]), etc.

Step 1. By the assumption, there is a prime divisor E on Z such
that g(F) is a point and v o g(F) = P. Then we can take an effective
divisor D on Z such that D + kFE is the pullback of an effective Cartier
divisor on R for some integer £k > 0 and D does not contain E. We
consider the minimal model program for the log-terminal pair (Z, D) for
0 <e < 1in Ni(Z/R;v~1(P)). Note that Kz is Q-linearly equivalent
to the pullback of a (Q-divisor of R. If —F is not g-nef, then there exist
an extremal ray and its contraction morphism over R. Since extremal
curves are contained in D, FE can not to be contracted. By continuing
such contractions and flops over (R, v~ (P)), we have an elliptic fibration
q1: Vi — R such that

(1) ¢1 is bimeromorphically equivalent to g,

(2) V1 has only canonical singularities,

(3) Kv; ~q ¢i(Kr+A),

(4) —E' is q;-nef,
where E’ is the strict transform of E in V;. By Theorem A.4, —F’ is
g1-semi-ample. Therefore there exist an elliptic fibration V; — R; and
a bimeromorphic morphism 6, : R; — R such that ¢; is the composition
of these morphisms and —F’ is the pullback of a é;-ample Q-divisor
on R;. Thus 6, is not an isomorphism. Here we note that 6; and
q1 are projective morphisms over a neighborhood of v~1(P). Hence
p(Ri/R;v~1(P)) > 0. Since V; has only canonical singularities, we
can take a crepant morphism Z; — Vj such that Z; has only terminal
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singularities, is Q-factorial over P, and is projective over a neighborhood
of v~1(P). Hence Z; and Z are isomorphic to each other in codimension
one and p(Z/R;v~1(P)) = p(Z,/R;v=(P)).

Step 2. Further assume that the induced morphism f;: Z; — R; is
not equi-dimensional over 6;'»~1(P). Then by the same argument in
Step 1, we have morphisms f2: Z2 — R and 62: Ry — R, such that Z;
has only terminal singularities, is (Q-factorial and projective over P, and
p(R2/R;v~Y(P)) > p(R1/R;v~(P)). Therefore

p(Z/R;v™ ! (P)) = p(Z2/R;v™(P)) >
> p(Rz2/R;v™"(P)) > p(R1/R; v (P)).

If f> is not equi-dimensional, we can continue this process. After a finite
number of steps, f,, should be equi-dimensional, since p(R;/R;v~1(P))
are bounded. Thus we obtain the desired Z’ := Z,,, and T := R,, over
P. Q.E.D.

Remark A.7. For the equi-dimensional morphism Z' — T, T is
uniquely determined. Because if Z” — T” satisfies the same conditions,
then Z” and Z are isomorphic in codimension one. Thus for every prime
divisor I" on T, its proper transform in 7" must be a prime divisor. Thus
T' ~ T. Note that Z’ — S is a locally projective morphism.

Definition A.8. The morphism Z’ — T in Proposition A.6 is said
to be an equi-dimensional model of m: X — S.

Lemma A.9. Let f: Y — T be a minimal elliptic fibration over
a surface T such that Y is Q-factorial over any point of T and f 1is
equi-dimensional. Then'Y has only Q-factorial singularities.

Proof. Let v: Y’ — Y be a bimeromorphic morphism whose ex-
ceptional locus is a union of discrete curves. Then Y’ has only terminal
singularities and v is crepant, i.e., Ky’ ~g v*Ky. Since fov: Y’ — T'is
also equi-dimensional, fov is a locally projective morphism by the same
argument as in Claim 3.2.4. Since Y is Q-factorial over any point of T,
v must be an isomorphism. Thus by the existence of Q-factorialization
[Kw4], we are done. Q.E.D.

Proof of Theorem A.1. Let f: Y — T be a minimal model of an
equi-dimensional model ¢': Z’ — T such that Y is Q-factorial over any
point of T'. Since Y and Z’ are having only terminal singularities, they
are isomorphic in codimension one. Thus by flops, we can take Y to be

a partial resolution of Z’. Therefore f is also equi-dimensional. Thus
by Lemma A.9, f is a standard elliptic fibration. Q.E.D.
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§Appendix B. Minimal models for elliptic threefolds

Minimal model theory is not yet developed for compact Kahler man-
ifolds. But we have the following theorem in [Ny6]:

Theorem B.1. Let X be a compact Kahler threefold of algebraic
dimension two. Then X is uniruled or there exists a good minimal model

of X.

Here we say that X is uniruled if there exists a dominant meromorphic
mapping Y x P! ...— X such that dimY = dim X — 1. A good minimal
model of X is defined to be a complex normal variety V satisfying the
following conditions:

(1) V is bimeromorphically equivalent to X;
(2) V has only terminal singularities;
(3) The canonical divisor Ky is semi-ample.

We shall generalize to the following:

Theorem B.2. Let m: X — B be a proper surjective morphism
from a complex Kdhler threefold X onto a complex variety B. Suppose
that there exists an elliptic fibration f: X — S and a proper surjective
morphism g: S — B such that 1 = go f. Then the general fiber of
m: X — B is uniruled or X admits a relative good minimal model over

B.

Here, a relative good minimal model over B is defined to be a proper
surjective morphism V' — B such that V has only terminal singularities
and the canonical divisor Ky is relatively semi-ample over B.

We note the following lemma which is derived from Theorem 3.2.2
and from the similar argument of [Ny3, 3.12]:

Lemma B.3. Let f: X — Y and g: Y — Z be projective mor-
phisms of complex varieties where X is nonsingular. Let D be a Q-
divisor on X whose fractional part (D) is supported in a normal crossing

divisor. Assume that there exists a g-nef-big Q-Cartier divisor L such
that D ~q f*(L). Then

RPg, (R f.Ox(Kx +"D7)) =0
for i >0 and p > 0, where " D" denotes the round-up of D.

In the case of elliptic fibrations, we have the following generalization:

Proposition B.4. Let f: X — Y be an elliptic fibration from a
complex manifold X onto a complex variety Y, g: Y — Z a projective
morphism onto a complex variety Z, and let D be a Q-divisor on X
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whose fractional part (D) is supported in a normal crossing divisor. As-
sume that there exists a g-nef-big Q-Cartier divisor L such that D ~q
f*L. Then R'f,Ox(Kx +"D") is torsion free and RPg, (R f.Ox (Kx +
"D7) =0 fori>0 andp > 0.

Proof. Since the statement is local on Z, we may assume that Z is a
Stein space. By Lemma B.3, we may assume further that f is not bimero-
morphically equivalent to a projective morphism. As in [Ny3, 3.12], we
may assume that there exist a bimeromorphic morphism v: Y/ — Y
such that

(1) Y’ is nonsingular,

(2) gov: Y’ — Z is a projective morphism,

(3) there is an elliptic fibration f': X —» Y’ withvo f' = f,

(4) f’ is smooth outside a normal crossing divisor on Y,

(5) there is an effective Q-divisor A on Y’ with v*L — §A being

g o v-ample for 0 < § K 1,

(6) Supp(D) U Supp f*(A) is a normal crossing divisor.

Since "D — 6 f*(A)" = "D7, by Leray’s spectral sequence, we can re-
duce to the situation such that Y =Y’ and L is g-ample. Then by the
proof of [Ny3, 3.9], we may assume further that there exists a commu-
tative diagram:

P A, v
el B
f

where

(1) X and Y are nonsingular,

(2) ¢ is generically finite, A is projective, and f is an elliptic fibra-
tion,

(3) Supp *(D) is a normal crossing divisor and ¢*(D) is a Cartier
divisor,

(4) Ox(Kx +"D") is a direct summand of ¢,0 (K g + ¢*(D)).

Therefore by replacing X and Y by X and 17, respectively, we can reduce
to the case where the following conditions are satisfied:

(1) Y is nonsingular;
(2) f: X — Y is smooth outside a normal crossing divisor on Y’;
(3) L is a g-ample Cartier divisor;
(4) D is a Cartier divisor with D ~ f*(L).
Then by Theorem 3.2.3, F*! := R'f,Ox(Kx) are locally free sheaves.
Thus Ft =0 fori > 2, F! ~ Oy(Ky) and (F°)®'2 ~ Oy (12(Ky + A))
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for some effective Q-divisor A whose support is a normal crossing divisor
and whose round-down A1 = 0. Since

F -~ A+L-Ky
is g-ample, we are done by applying [Ny3, 3.5]. Q.E.D.

Corollary B.5. Let f: X — Y be an elliptic fibration, g: Y — Z
a projective morphism for normal complex varieties X, Y and Z. Then
R?(go f).Ox = 0 if the following conditions are satisfied:

(1) (X,0) is log-terminal;

(2) There is a Q-divisor L on'Y such that —Kx ~q f*(L);

(3) L is g-ample.

Proof. Let p: M — X be a modification such that p-exceptional
locus is a normal crossing divisor | J E;. Then we have Kpr ~g p*(Kx)+
>, a:E; for a; > —1. Then for D =3, a; E; — K, we have

Rpg*(Ri(f o N)*OM(KM + FD—l)) =0

for p > 0 by Proposition B.4. Since R'u,Op(Kp +"D7) =0 fori >0
(cf. [Ny3, 3.6]) and p,Op (Kp+" D7) =~ Ox, we have RPg, R f,Ox ~ 0
for p > 0. Since R'f,Ox = 0 for i > 1 by Proposition B.4, R?(g o
f)«Ox =0. Q.E.D.

Proposition B.6 (cf. [Ftl]). LetT be a normal compact complex
surface in class C. Suppose that there is an effective Q-divisor A on T
such that (T, A) is log-terminal and (Kr+A)-C > 0 for any irreducible
curve C onT'. Then Kp + A is semi-ample.

Proof. This is proved by [Ft1] in the case a(T) = 2. We thus as-
sume that a(T") < 2. Therefore p,(T) > 0 by Proposition 3.3.1. There
exists an effective (Q-Cartier Q-divisor on T which is Q-linearly equiv-
alent to K7 + A. Hence (K7 + A)? > 0. Since a(T) < 2, we have
(KT + A)2 = 0.

Step 1. Reduction to the case T' is nonsingular.

Let u: M — T be the minimal resolution of singularities of T. Then we
have

for a; > —1, where E; is a p-exceptional curve or the proper transform

of a component of SuppA. Since p is minimal, a; < 0 for all 7. Let

A’ = —=>".a;F;. Then Ky + A" ~g p*(Kp + A). By definition,

(M, A') is log-terminal. Thus we may assume that T is nonsingular.
Step 2. Reduction to the case T is relatively minimal.
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Let v: T — Tj be the contraction of a (—1)-curve F on T and let
A; := v,(A). Here (—1)-curve means an exceptional curve of the first
kind. Then we have Kr + A ~g p*(Kr1, + A1) — bE for some b > 0,
since (K7 + A)- E > 0. Thus (K1, + A1) - I' > 0 for any irreducible
curve I' on 77 and

0= (Kp, +A1)*>(Kr+A)?=0.

Hence b = 0. Therefore by continuing the contractions of (—1)-curves,
we may assume that T is a relatively minimal model.

Step 3. Case a(T) = 0.
Assume that a(T) = 0. Then by the classification of surfaces, T is a
complex torus or a K3 surface. If T is a complex torus, then A = 0,
since T" has no curves. Therefore KT + A ~g 0. Assume that T is a K3
surface. Then by the Riemann—Roch formula,

RO (mA) 4+ R (—mA) > 2,

for any m with mA is Cartier. Since a(T) = 0, we have also A = 0.
Thus K7+ A ~q 0.
Step 4. Case a(T) = 1.

Assume that a(T) = 1. Then there exist a minimal elliptic fibration
f: T — C over a smooth curve C. By the canonical bundle formula,
we see that K1 ~q f*(K¢ + B) for an effective Q-divisor B on C with
LB, = 0. Since a(T) = 1, no curves I' of T" dominate C. Therefore
every component of A is contained in fibers of f. Now K7 + A is f-nef.
Thus A is also f-nef. Therefore there is another effective Q-divisor B’
on C such that A ~g f*(B’). Therefore Kt + A ~q f* (K¢ + B+ B').
Hence K7 + A is semi-ample. Q.E.D.

Lemma B.7. Let f: X — M be a fibration between complex man-
ifolds whose general fiber is P'. Suppose that there exist two prime divi-
sors Dy # Dy on X and a Cartier divisor E on Dy such that

(1) Dy and Do dominate M bimeromorphically,

(2) Op, (Dl) ~ Op, (E)
Then f is bimeromorphically equivalent to the first projection M x P! —
M.

Proof. By the generically surjective homomorphism f*f,Ox(D;)
— Ox(D;), we may assume that X is isomorphic to Pps(€) for a locally
free sheaf £ of rank two and that D; and Dy are sections of f. Then
there exist two exact sequences:

(B.1) 00y —&—L—D0,
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(B.2) 0-M—=E-LOIM -0,

where £ and M are invertible sheaves on M. Here we consider that the
section D; corresponds to the exact sequence (B.1). Then Op, (D) is
isomorphic to L& M1, Asin the elementary transformations, we blow-
up along D; N D, and contract the proper transform of f~1(f(D,NDy)).
Then we can make D; N Dy = (). Therefore we may assume that £ ~
O @ L. By the assumption, there is a Cartier divisor L on M such that
L ~ Op(L). Therefore X is bimeromorphic to M x P! Q.E.D.

Proof of Theorem B.2. By taking the Stein factorization, we may
assume that 7: X — B is a fibration.

Step 1. Case m: X — B is a locally projective morphism.
If dim B = 0, then X is projective and theorem is true by [Mo], [KMM],
and [Kw3]. If dim B > 1 and if the general fiber of  is not uniruled,
then for any point b € B, we have an open neighborhood U, C B and
a relative good minimal model Z, — U, which is bimeromorphically
equivalent to 7~1(Uy) — U, by [Ny3, §4], [Mo], and A.4. Further except
a discrete set of points {b;}, Zy — U, is the unique minimal model of
71 (Up) — Uy,. Thus we can glue these Z, — U, and obtain a relative
good minimal model Z — B of «.

In what follows, we assume that 7 is not a locally projective mor-
phism.

Step 2. Inductive step.
We may assume that X and S are nonsingular and there exists a normal
crossing divisor D = |J D; of S such that f is smooth outside D. Then
by Theorem 3.3.3, f is a locally projective morphism. Thus by applying
Proposition A.5, we have an elliptic fibration h: Y — T between normal
varieties and an effective Q-divisor At on T such that

1) there is a bimeromorphic morphism p: T — S,
2) h: Y — T is bimeromorphically equivalent to f: X — S,
3) Y has only terminal singularities,
4) Y is Q-factorial over any points of S,
5) (T,Ar) is log-terminal,

(6) Ky ~Q h*(KT + AT).
Suppose that (K7 + A7) - C < 0 for an irreducible curve C' contained
in a fiber of T — B satisfying C? < 0. Then we have a contraction
6: T — T of C. Since (K + A7) -C < 0, —(K7 + Ar) is §-ample.
Thus for Ap: := 6, Ar, (T, A7) is also log-terminal and

6*OT(L_m(KT + AT)__I) ~ (’)T/(Lm(KT/ + AT/)J)

(
(
(
(
(

for any m > 0. By applying Corollary B.5 to Y — T — T, we have
R2(60h),0Oy = 0. Therefore by Proposition 3.3.1, §oh is bimeromorphic
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to a locally projective morphism. Hence by Proposition A.5, there is a
minimal model &': Y’ — T’ such that h’ is bimeromorphically equivalent
to § o h and Ky is h'-semi-ample. Since

h;Oyr(me/) ~ OT'(m(KT/ + AT/))

for infinitely many m, we see that Ky ~g h™* (K7'+A7/). By continuing
this process and by Theorem A.1, we may assume that the following
conditions are satisfied:

(1) h: Y — T is bimeromorphically equivalent to f: X — S

(2) h is a standard elliptic fibration;

(3) Ky ~qg h*(Kr + Ar), where (T, Ar) is log-terminal,

(4) There is no irreducible curve C on T such that C? < 0, (Kt +
A7) -C < 0, and that C is contained in a fiber of ¢: T — B.

Step 3. Case 1 <dim B < 2.
In this case, we have R%2g,0g = 0. Thus g: S — B is a locally projective
morphism by Proposition 3.3.1. Therefore q: T' — S is also a locally
projective morphism. Suppose that the genus py(F') = 0 for the general
fibers ' of m: X — B. Then dim B = 1, otherwise, the general fibers
of 7 are elliptic curves. Hence the general fibers are Kéahler surfaces
with p, = 0, so we have R'm,Ox = 0 for ¢ = 1, 2 by [St]. Using
Proposition 3.3.1, we see that « is a locally projective morphism. This
is a contradiction. Therefore m,wx # 0. Hence for any point P € B,
K7 4+ Ar is Q-linearly equivalent to an effective (Q-divisor over P. Thus
Kp+Aris g-nef. By Theorem A.4, K1+ Ar is g-semi-ample. Therefore
Y — B is a good minimal model in this case.
Step 4. Case dim B = 0 and T is a projective surface. (cf. [Ny6])

If K7+ Ar is nef on T, then K7 + Ar is semi-ample by [Ft1]. Thus Y
is a good minimal model. Next assume that Kp + A is not nef. Then
by Step 3 and the cone theorem for (T, Ar), there exists a contraction
morphism o: T — C such that dimC < 2. Then by Corollary B.5,
we see that R%(o o h),Oy = 0. Therefore o o h is bimeromorphically
equivalent to a locally projective morphism by Proposition 3.3.1. Thus
C is a smooth curve. Let F be a general fiber of 0 o h. Then F'is a
ruled surface such that —Kp is semi-ample and K2 = 0. Suppose that
the irregularity ¢(F) = 0. Then we have R'(o o h).Oy = 0 by [St].
Thus H?(Y,0Oy) = 0, so Y is Moishezon by Proposition 3.3.1. This
is a contradiction. Hence ¢(F') = 1 and F' is a minimal ruled surface
over an elliptic curve F. Thus by applying the relative minimal model
theory to oo h: Y — C, we have a meromorphic map ¢: Y ---— N over
C, where N is a normal nonprojective surface and N — C' is an elliptic
fibration. For the general fiber F', ( induces the projection F' — FE.
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Let Y — Y be a modification such that ¥ — N is a morphism and let
H, and H; be general ample divisors on T. Then D] := h*(H;) and
D), := h*(Hz) dominate N by (. Thus we can take a finite covering
N’ — N, a modification Y of the fiber product ¥ xx N’ and prime
divisors D; and D5 such that Y/ — N’ and D, D, satisfy the condition
of Lemma B.7. Therefore Y is dominated by N’ x P!.
Step 5. Case dim B = 0 and T is not projective.

In this case K7 + A7 is semi-ample by Proposition B.6. Thus we are
done. Q.E.D.

Corollary B.8. Let X be a compact Kahler threefold admitting an
elliptic fibration. Then X is uniruled or there is a good minimal model
of X. In each case, there exist a mormal compact complex surface T,
an effective Q-divisor Ar, and a standard elliptic fibration h:' Y — T
such that (T, Ar) is log-terminal, Y is bimeromorphically equivalent to
X, Ky ~q h*(Kr + Ar). If X is uniruled, then T must be projective,
so the algebraic dimension a(X) > 2. If X is not uniruled, then we can
take T so that Kt + Ar is semi-ample. If a(X) <1 and k(X) = 0, then
there is a finite covering Y — Y such that

(1) the covering is étale outside the non-Gorenstein locus of Y,
(2) Y is a three-dimensional complex torus or the product of an
elliptic curve and a K3 surface.

Proof. We have only to prove the last statement. First assume
that a(X) < 1, k(X) = 0, and pys(X) = 1. Then Ky ~ 0. Since T
is not ruled, we see that Ar = 0, T has only rational double points as
singularities, and Kt ~g 0. The inequality a(T) < a(X) < 1 implies
that T is a two-dimensional complex torus or its minimal desingular-
ization is a K3 surface. Therefore, the elliptic fibration h: ¥ — T is
smooth outside the singular locus of T by Theorem 4.3.1. For a singu-
lar point P € T, there exist an open neighborhood & C T and a finite
Galois covering V — U from a nonsingular surface étale outside P such
that the normalization ) of Y X7 )V induces a smooth elliptic fibration
Y — V. Here Y — Y is an étale morphism since Y has only Goren-
stein terminal singularities (cf. [Kw4, 5.1]). In particular, the fiber of
h:Y — T over P is an elliptic curve. Now we have isomorphisms
R'1, 0y ~ R'hwy ~ wr ~ Or. Since X is compact and Kihler, the
natural homomorphism H*(Y, Oy) — H°(T, R*h,Or) is surjective. We
infer that ¢(Y) = q(7) + 1. Thus ¢(Y) = 1 or ¢(Y) = 3 according
as T' is bimeromorphic to a K3 surface or T is a complex torus. Let
Y — A be the Albanese mapping, which is a fiber space by [Kwl]. If
q(Y) = 3, then Y is isomorphic to a complex torus and h: Y — T is
a fiber bundle. Suppose that ¢(Y) = 1. Then the induced morphism
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Y — A x T is surjective, since general fibers of h dominate the elliptic
curve A. In particular, every smooth fibers of h are isomorphic to each
other. Let TV C Y be a general fiber of Y — A. Then T” is nonsingular
and dominates T'. Hence T" is a complex torus of dimension two or a K3
surface. Further 7" — T is a finite morphism étale outside the singular
locus of T', since every fibers of Y — T are elliptic curves and since pos-
sible exceptional curves for 7" — T should be rational. We infer that
the normalization Y of the fiber product Y x7 T” is isomorphic to the
product of 7" and a fiber. Since Y — Y is étale outside the singular
locus of Y and since Y has only Gorenstein terminal singularities, Y is
nonsingular and Y — Y is an étale covering.

Next, we treat the general case kK(X) = 0 and a(X) < 1. Since
Ky ~g 0, there is a finite covering Y’ — Y such that Y’ has only
Gorenstein terminal singularities, the covering is étale outside the non-
Gorenstein locus of Y, and Ky ~ 0. Let Y/ — T’ — T be the Stein
factorization. Then Y’ — T’ is also an equi-dimensional elliptic fibra-
tion. Thus Y’ admits a finite étale covering ¥ — Y from a complex
torus or the product of an elliptic curve and a K3 surface. Q.E.D.

Finally, we note that the good minimal model conjecture for non-
Kahler threefolds is not true in general. For example, we have the fol-
lowing;:

Proposition B.9. There exists a compact complex threefold X
with k(X) = 2 such that Ky is not semi-ample for any normal vari-
ety Y with only terminal singularities bimeromorphically equivalent to

X.

Proof. Let T be a nonsingular minimal projective surface of general
type and let u: S — T be the blowing-up at a point P € T. Then by
Example 3.3.5, we have an elliptic fibration f: X — S smooth outside
D := p~Y(P) such that f*(D) = mf~!(D) for some positive integer m,
where f~1(D) is isomorphic to a Hopf surface. Then by the canonical
bundle formula, we see that

Kx ~ f*(Ks) + (m = 1) (D) ~ f*u*(K7) + (2m — 1)f (D).

Therefore H°(X,nKyx) ~ H(T,nKr) for any n > 0. Suppose that
there exists a normal complex threefold Y with only terminal singulari-
ties such that it is bimeromorphically equivalent to X and Ky is semi-
ample. Then we have a projective bimeromorphic morphism A: Z —» Y
and a bimeromorphic morphism v: Z — X from a complex manifold Z.
By construction, we see that \*(Ky) ~q v*f*u*(Kr). Therefore the
proper transform of the Hopf surface f~!(D) must be a A-exceptional
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divisor of Z. Since A is a projective morphism, this is a contradic-

tion. Q.E.D.
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