Advanced Studies in Pure Mathematics 38, 2004
Operator Algebras and Applications
pp. 1-17

Semiprojectivity in Simple C*-Algebras

Bruce Blackadar

Abstract.

We show that certain purely infinite simple C*-algebras, includ-
ing the Cuntz algebra O, are semiprojective. Some related results
and conjectures are discussed, and some crossed product examples
constructed.

§1. Introduction

The notions of projectivity and semiprojectivity were introduced in
the development of shape theory for C*-algebras ([EK86], [Bla85]) as
noncommutative analogs of the topological notions of absolute retract
(AR) and absolute neighborhood retract (ANR) respectively. Semipro-
jective C*-algebras have rigidity properties which make them conceptu-
ally and technically important in several aspects of C*-algebra theory;
this is reflected especially in the work of Loring and his coauthors (see,
for example, [Lor97].) It is not too easy for a C*-algebra to be semipro-
jective, but there does seem to be a reasonable supply of such algebras.

Most known semiprojective C*-algebras are far from simple. (In-
deed, a projective C*-algebra must be contractible, so cannot be simple.)
In fact, the only known simple semiprojective C*-algebras have been the
finite-dimensional matrix algebras and the (simple) Cuntz-Krieger alge-
bras [Bla85]. In this paper, we will give a few more examples of simple
semiprojective C*-algebras (and more are given in [Szy]), but also obtain
some structure results which show that the class of infinite-dimensional
semiprojective simple C*-algebras may not be too much larger than the
class of Cuntz-Krieger algebras (in fact, it might consist exactly of the
separable purely infinite simple nuclear C*-algebras with finitely gener-
ated K-theory.)

The work of this paper was largely inspired by the remarkable recent
classification theorem of Kirchberg, also in part proved independently
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by Phillips ([Kir00], [KP00a], [KP0Ob], [Phi00].) The theorem asserts
that the following class of C*-algebras is classified up to isomorphism
by K-theory:

Definition 1.1. A separable, nuclear, simple, unital, purely in-
finite C*-algebra in the bootstrap class for the Universal Coefficient
Theorem ([RS87], [Bla9d8, §23]) is called a Kirchberg algebra.

It was (and is) hoped that the notion of semiprojectivity, and results
such as those of this paper, will lead to a simplification and clarification
of the proof of this theorem. Although this hope has yet to be fully
realized, there are obvious close connections between semiprojectivity
and some of the ingredients of the proof; see 2.15.

Our main results are:

(1.) The Cuntz algebra O, is semiprojective (3.2).

(2.) If A is simple, semiprojective, and properly infinite, then A ® K
is also semiprojective (4.1).

(3.) If A is a semiprojective Kirchberg algebra, then K,(A) is finitely
generated (2.11).

(4.) The class of semiprojective (simple) C*-algebras is not closed
under crossed products by finite groups, even Zy (6.3).

§2. Semiprojective C*-Algebras

We recall the definition of a semiprojective C*-algebra, which first
appeared in this form in [Bla85] (a somewhat different, less restrictive,
definition previously appeared in [EK86].)

Definition 2.1. A separable C*-algebra A is semiprojective if, for
any C*-algebra B, increasing sequence (J,,) of (closed two-sided) ideals
of B, with J = [UJ,], and *~homomorphism ¢ : A — B/J, there is an
n and a *-homomorphism ¢ : A — B/J, such that ¢ = 7 o v, where
7 : B/J, — B/J is the natural quotient map.

A ¢ for which such a 1 exists is said to be partially liftable. If there
isa: A— Bwith ¢ = moe, then ¢ is liftable; if every homomorphism
from A is liftable, A is said to be projective.

Note that for convenience, we have only defined semiprojectivity for
separable C*-algebras (although the same definition makes sense also for
nonseparable C*-algebras, it is probably not the appropriate one.) Thus
in this paper all semiprojective C*-algebras will implicitly be separable.
In the definition, B is not required to be separable; however:
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Proposition 2.2. The definition of semiprojectivity does not
change if in 2.1 we make any or all of the following restrictions:

(i) B is separable.
(ii) ¢ is surjective.
(iil) ¢ is injective.
Proof. B can clearly be replaced by the C*-subalgebra D generated
by any preimage of a dense set in ¢(A), proving (i) and (ii). (One
technical point: U, (D N J,) is dense in D N J, an easy consequence of

the uniqueness of norm on a C*-algebra.) To prove (iii), replace B by
Ao B, J,by0® J,, J by 0® J, and ¢ by ids P ¢. Q.E.D.

For the convenience of the reader, we recall some standard facts
about semiprojective C*-algebras which we will need to use.

Proposition 2.3. [Bla85, 2.18] Let B, J,, and J be as in 2.1,
and let q1,...,qx be mutually orthogonal projections in B/J. Then for
sufficiently large n, there are mutually orthogonal projections pi,...,pk
in B/J, with n(p;) = gq; for all j. If B (and hence B/J) is unital and
q1 + -+ qr =1, then we may choose the p; so that py +--- +pr = 1.

Corollary 2.4. [Bla85, 2.16] If A is unital, then the definition of
semiprojectivity for A does not change if in 2.1 B and ¢ are required to
be unital. In particular, C is semiprojective.

Note that C is not projective (in the category of general C*-algebras
and *-homomorphisms): a *-homomorphism from C to B/J is effectively
just a choice of projection in B/J, and projections do not lift from
quotients in general.

Proposition 2.5. [Bla85, 2.23] Let B, J,, J be as in 2.1. Let
v be a partial isometry in B/J, and set ¢ = v*v, g2 = vv*. Suppose
there are projections p1,p2 € B/J, for some n with w(p;) = q;. Then,
after increasing n if necessary, there is a partial isometry u € B/J,, with
m(u) = v and p; = u*u, py = uu*.

Proposition 2.6. ([Blag85, 2.19], [Lor97]|) A finite direct sum of
semiprojective C*-algebras is semiprojective.

Proposition 2.7. ([Bla85, 2.28-2.29], [Lor97]) If A is semiprojec-
tive, then M, (A) is semiprojective for all n. If A is semiprojective, then
any unital C*-algebra strongly Morita equivalent to A is also semipro-
jective.

The unital cases of 2.6 and 2.7 are simple consequences of 2.3 and
2.5, but the nonunital cases are more delicate. '
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Examples 2.8. Simple repeated applications of 2.3-2.7 show that
the following C*-algebras are semiprojective:

(i)

M, = M,(C), and more generally any finite-dimensional C*-
algebra.

C(T), where T is a circle (the universal C*-algebra generated by
one unitary.)

Generalizing (ii), C*(F,), the full C*-algebra of the free group
on n generators for n finite (the universal C*-algebra generated
by n unitaries.)

The Toeplitz algebra 7 (the universal C*-algebra generated by
an isometry.)

The Cuntz-Krieger algebras O4 for a finite square 0 — 1 matrix
A [CK80], and in particular the Cuntz algebras O,, (n # o).
Any C*-algebra which is the universal C*-algebra generated by
a finite number of partial isometries, where the only relations
(finitely many) are order and orthogonality relations among the
source and range projections of the partial isometries; this in-
cludes all the above examples.

Some potential or actual non-examples are:

(vii)

(viii)

C*(Fs), the universal C*-algebra generated by a sequence of
unitaries. The problem is that, in the setting of 2.1 with B
and ¢ unital, the n might have to be increased each time an
additional generator is partially lifted. In fact, C*(F4 ) violates
the conclusion of 2.10 (and obviously satisfies the hypothesis), so
is not semiprojective.

The Cuntz algebra O, the universal C*-algebra generated by
a sequence of isometries with mutually orthogonal range projec-
tions, has the same potential difficulty as C*(F.,). However, it
turns out that O is semiprojective (3.2). (Note that K.(Oo)
is finitely generated.)

C(T™) for n > 2 is the universal C*-algebra generated by n com-
muting unitaries. Commutation relations are difficult to lift in
general, and it can be shown that C(T™) (n > 2) fails to satisfy
the conclusion of 2.9 and is thus not semiprojective.

We recall the following important approximate factorization prop-
erty for semiprojective C*-algebras:

Proposition 2.9. [Bla85, 3.1] Let A be a semiprojective C*-algebra,
and (B, Bm,n) be an inductive system of C*-algebras with B = lim_, (B,

ﬂm,n)-

If  : A — B is a homomorphism, then for all sufficiently large n

there are homomorphisms ¢, : A — B, such that B3, o ¢, is homotopic
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to ¢ and converges pointwise to ¢ as n — oo, where 3, s the standard
map from B,, to B.

2.9 almost implies that a semiprojective C*-algebra has finitely gen-
erated K-theory:

Corollary 2.10. Let A be a semiprojective C*-algebra. If A can
be written as an inductive limit of C*-algebras with finitely generated
K -theory, then A itself has finitely generated K -theory.

Corollary 2.11. If A is a semiprojective Kirchberg algebra, then
K. (A) is finitely generated.

Proof. 1If A is a Kirchberg algebra, then by the results of [Kir00]
A can be written as an inductive limit of (Kirchberg) algebras with
finitely generated K-theory, since K,(A) can be written as an inductive
limit of finitely generated groups and every map on K-theory can be

implemented by an algebra homomorphism between the corresponding
Kirchberg algebras. Q.E.D.

The pointwise approximation part of 2.9 also applies to inductive
limits in the generalized sense of [BK97] (it is unclear how an analog
of the homotopy result might be phrased.) This generalization follows
from the next fact about continuous fields, using [BK97, 2.2.4].

Proposition 2.12. Let A be a semiprojective C*-algebra, (B(t))
a continuous field of C*-algebras over a locally compact Hausdorff space
X, and tg a point of X with a countable neighborhood base. If ¢ is a
homomorphism from A to B(ty), then there is a compact neighborhood
Z of tg in X and a homomorphism 1y from A to the continuous field C*-
algebra defined by {B(t) : t € Z} such that ¢ = my, o1p. In particular, if
x € A with ¢(x) # 0, then for each t in some neighborhood of tg there
is a homomorphism ¢y : A — B(t) with ¢¢(x) # 0.

Proof. Let (U,) be a sequence of open sets in X with Z,, = U,
compact and contained in U,_; for all n, and NU,, = {tp}. Let B be
the continuous field algebra defined by {B(t) : t € X}, J, the ideal
of sections vanishing on Z,,, and J the sections vanishing at ty. Apply
2.1. Q.E.D.

Corollary 2.13.  Let A be a semiprojective C*-algebra, and (B,
Bm,n) be a generalized inductive system of C*-algebras [BK97| with B =
lim_,(Bp, Bmn). If ¢ : A — B is a homomorphism, then for all suffi-
ciently large n there are homomorphisms ¢, : A — B, such that 3,0 ¢,
converges pointwise to ¢ as n — oo, where (3, is the standard map from
B, to B.
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Corollary 2.14. Let A be a semiprojective MF algebra [BK97].
Then A is residually finite-dimensional (has a separating family of finite-
dimensional representations). If A is simple, then A is a finite-dimen-
sional matrix algebra.

Proof. Apply 2.12 and [BK97, 3.2.2(v)]. Q.E.D.

Another consequence of 2.12 is that every asymptotic morphism
from a semiprojective C*-algebra to any other C*-algebra (in the sense
of Connes-Higson E-theory ([CH90], [Bla98, §25])) can be realized up to
homotopy by an actual homomorphism. This has potentially important
consequences in the classification of purely infinite simple C*-algebras.

Corollary 2.15. [Bla98, 25.1.7] Let A and B be separable C*-
algebras, with A semiprojective. Then the canonical map from the set
[A, B] of homotopy classes of homomorphisms into the set [[A, B]] of
homotopy classes of asymptotic homomorphisms is a bijection.

§3. Examples of Semiprojective Simple C*-Algebras

In this section, we show that certain purely infinite simple nuclear
C*-algebras such as the Cuntz algebra O, are semiprojective.

The main technical fact used in the proofs of this section and those
of section 4 is the following sharpening of a well-known lifting property
for unitaries (cf. [Bla98, 3.4.5].) If A is a C*-algebra, we write A" for
its unitization.

Proposition 3.1. Let B be a C*-algebra, J a (closed 2-sided)
ideal of B, and m : B — B/J the quotient map. Let q be a projec-
tion in B/J and v a unitary in (B/J)' such that

(1) q=vg=gq

(2) 1—q)v=(1—q)v(l —q) is in the connected component of the

identity in U((1 — q)(B/J)T(1 — q).
If there is a projection p in B with w(p) = q, then there is a unitary u
in BT with 7(u) = v and pu = up = p.

Proof. 7 maps (1—p)B(1—p) onto (1—q)(B/J)(1—q), so by [Bla98,
3.4.5] there is a unitary w in (1 —p)BT(1 — p) with 7(w) = (1 — ¢q)v. Set
u=p+w. Q.E.D.

Theorem 3.2. O, is semiprojective.

Proof. Let {s1,$2,...} be the standard generators of O, i.e. the
s; are isometries with mutually orthogonal ranges. Let B, J,, J, and
¢ be as in 2.1. By 2.2 and 2.4 we may assume B is unital and ¢ is an
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isomorphism, and identify O, with B/J. Using 2.3 and 2.5, we may
partially lift any finite number of the s; to isometries with mutually
orthogonal ranges in B/J,,, for some n; the difficulty is that a priori we
might have to increase n each time we partially lift another generator.
But by using the next lemma inductively on k (with A = O, and
po = qo = 0), once we partially lift the first two. generators we can lift
all the rest without further increasing the n. Note that at each step we
correct the provisional lift of the last of the previous generators, but do
not change the lifts of the earlier ones. Q.E.D.

Lemma 3.3. Let A be a unital C*-algebra, qy a projection in A,
and {s1, 82,...} a sequence of isometries in A whose range projections
are mutually orthogonal and all orthogonal to qo. Let D be a unital C*-
algebra, and m : D — A a surjective homomorphism, and let k > 2.
Suppose pg is a projection in D and rq,...,Tk_1,tk are isometries in
D whose range projections are mutually orthogonal and all orthogonal
to po, with w(po) = qo, w(rj) = s; for 1 < j < k—1, and 7(ty) =
sk. Then there are isometries r, and tg41 in D, such that the ranges
of r1,...,Tk,tk+1 are mutually orthogonal and orthogonal to py, and

7r(7"k) = Sk, 7T(t1H_1) = Sk+1-

Proof. We may assume A is generated by go and {s,}. Then A
is isomorphic either to O (if go = 0) or to a split essential extension
of Oy by K (if go # 0.) In either case, the unitary group of A, or any
corner in A, is connected: this follows from [Cun81] for O, and if u is
a unitary in the extension, let v be the image of m(u*) € O under a
cross section; then v is in the connected component of 1, and so is vu
since it is a unitary in K.

Set p = po + Z;:ll rjry and ¢ = go + Z;:ll s;js;; then p and ¢
are projections, and m(p) = ¢. In the copy of Oy in A generated by
{s1,82,...}, the range projections of the isometries sxs; and s} are or-
thogonal to each other and to ¢, and are equivalent to sis), and sgy15;,,
via partial isometries v; = sisis; and vy = Sk+1852 respectively. Also,
the projections 1—q—sks18}s; —s2s52 and = 1 —q— sy s} — Sk+18p4 1 are
equivalent via a partial isometry vz, since these projections are nonzero
and have the same Ky-class. Set v = ¢ + v1 + v2 + v3. Then v is a
unitary in Os, qu = vq = q, and vSgS1 = Sk, vSs = Sk4+1. Also, the
unitary group of (1 — ¢q)A(1 — q) is connected; thus by 3.1 there is a
unitary v in D with 7(u) = v and pu = up = p. Set r; = uryty and
tht1 = uts. Q.E.D.

We next consider a non-simple example, which will be used to obtain
a generalization of 3.2.
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Proposition 3.4. Let 7T be the Toeplitz algebra, the universal C*-
algebra generated by a single isometry s. Let w be a primitive n’th root
of unity, and let o be the automorphism of T which sends s to ws. Then
T X o Ly is semiprojective.

Proof. A =T X, Z, is the universal unital C*-algebra generated
by {s,v}, with relations {s*s = 1,v" = v*v = 1,v*sv = ws}. Let B, J,,
J be as in 2.1; as usual, assume B is unital and ¢ is an isomorphism, and
identify A with B/J. We can partially lift v to a unitary v € B/J,, for
some m. If x € B/J,, is a preimage of s, then y =n=1 Y7 wFu=Fsu®
is a preimage for s with u*yu = wy. y*y commutes with u, and since
m(y*y) = 1 we may assume y*y is close to 1 and therefore invertible, by
increasing m if necessary. Then t = y(y*y)_l/ 2 is an isometry, 7(t) = s,
and u*tu = wt, so {t,u} generate the partial lift of A. Q.E.D.

Theorem 3.5. Let w be a primitive n’th root of unity, and let «
be the automorphism of Oy such that a(s1) = ws; and a(sg) = si for
allk > 1. Let A= Oy Xo Z,,. Then

(i) A is the (unique) Kirchberg algebra with Ky(A) = Z"™ (with [1] =

(1,0,---,0)) and K;(A) = 0.
(ii) A is semiprojective.

Proof. (i): This can be proved directly using arguments very sim-
ilar to those in [CE81]. A more elegant approach, though, is to write
Oo ®K as a graph C*-algebra as in [Kum98, 2.3(h)]; then A is the graph
C*-algebra of the skew product graph [KP99], and hence is purely infi-
nite (and simple) by [KPR98, 3.9] and in the UCT bootstrap class by
[KP99, 2.6]. The K-theory can be calculated as in [PR96].

(ii): Let w be the unitary in A or order n implementing a. Let B,
Jn, J, and ¢ be as in 2.1, with B unital and ¢ an isomorphism (2.2,
2.4.) Identify A with B/J. By 3.4 we can partially lift s; and w to
an isometry r; and a unitary z of order n in B/.J,, for some m, with
z*r1z = wry. Let D be the commutant of z in B/J,,. Then the image
of D in A contains sy for all k£ > 1, since if x € B/.J,, with 7(z) = sy,
then y = n='3°% | 277527 € D satisfies n(y) = sg. Also, rir} € D.
By increasing m if necessary, we can find isometries 7,73 € D with
range projections orthogonal to ry7; and with 7(r;) = s; for j = 2,3,
by 2.3 and 2.5. Now we can, by inductively using 3.3 with g9 = s15]
and po = rir], find a lift 7, € D for s; for each k, such that the
range projections are all mutually orthogonal and also orthogonal to
ri7y. Q.E.D.

This example has been generalized in [Szy] to include all Kirchberg
algebras A where K(A) is finitely generated, K (A) is finitely generated
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and torsion-free, and rank(K1(A)) < rank(Ko(A)). [See note added in
proof.]

The results of this section, [Szy], 2.8, and 2.11 suggest the following
conjecture:

Conjecture 3.6. A Kirchberg algebra is semiprojective if and
only if its K-theory is finitely generated.

Note that if A is a Kirchberg algebra, Ky(A) is finitely generated,
and K;(A) is isomorphic to the torsion-free part of Ky(A), then A is
stably isomorphic to a Cuntz-Krieger algebra (and conversely) [Rgr95],
and therefore semiprojective. Thus the most important test algebras for
this conjecture, besides the examples of this section, include:

O, ® O,, (the Kirchberg algebra B with Ky(B) == K;(B) =
Zn—l)
P (the Kirchberg algebra B with Ko(B) =0 and K;(B) =Z.)

[See note added in proof.|

The difficulty in proving that O, ® O,, is semiprojective is that
the two copies of O,, must be partially lifted so that the lifts exactly
commute. One can come frustratingly close to proving that this can be
done: for example, inside O,, is a copy of O, containing the first n — 1
generators of O, and the subalgebra O,, ® O,, can be partially lifted
since it is isomorphic to O,, and is therefore semiprojective.

It appears that the results and techniques of [DE] can be used to
show that a Kirchberg algebra with finitely generated K-theory is weakly
semiprojective in the sense of [Lor97] (I am indebted to M. Dadarlat for
this observation.) The best approach to the conjecture might be to solve
the following problem (if it has a positive solution.)

Problem 3.7. If B is a Kirchberg algebra with finitely generated
K-theory, find a finite presentation for B as in [Bla85], preferably with
stable (partially liftable) relations.

The only Kirchberg algebras for which such a presentation is known
are the (simple) Cuntz-Krieger algebras O, and their matrix algebras.
Finite tensor products of these, such as O, ® O,,, and certain crossed
products by finite groups, also have obvious finite presentations, but
the relations include ones such as commutation relations, which are not
(obviously) stable. No finite presentation for O, or P, is known (B.
Neubiiser has obtained a non-finite presentation of P, as a graph C*-
algebra.)
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§84. Stable Semiprojective C*-Algebras and Hereditary Sub-
algebras

In this section, we examine conditions related to when a stable C*-
algebra is semiprojective. Semiprojectivity in stable C*-algebras is fairly
exceptional.

Recall that a unital C*-algebra A is properly infinite if A contains
two isometries with orthogonal range projections; A then contains a uni-
tal copy of O. A simple unital C*-algebra which is infinite (contains a
nonunitary isometry) is automatically properly infinite ([Cun81], [Bla98,
6.11.3]). The main result of this section is:

Theorem 4.1. Let A be a semiprojective properly infinite unital
C*-algebra. Then its stable algebra A ® K is also semiprojective.

Proof. The proof is quite similar in spirit to the proof of 3.2, based
on the fact that inside A is a nicely embedded copy of A ® K. Let {s;}
be a sequence of isometries in A with mutually orthogonal ranges, and
set fi; = sis}. = Then {fi;} is a set of matrix units in A. Let {e;;} be
the standard matrix units in K.

Let B, J,, and J be asin 2.1, with ¢ : AQK — B/J an isomorphism.
Fix an m such that there is a projection hy; € B/J,, with w(hy;) =
1®e;; and such that ¢ lifts to a unital ¥ : AQe;; = A — hy1(B/Jm)hi1,
using 2.3 and semiprojectivity of A. It suffices to show that the matrix
units {1®e;; } lift to matrix units {h;;} B/Jn including the chosen hi;.

For each 4, 4, let r; = 1(s;), and g;; = ;77 = 9¥(fi;). We now induc-
tively choose unitaries vy and ug, and projections hyk, as follows. Let vy
be a unitary in the connected component of the identity of U((A ® K)T)
with v} fi1v; = 1 ® eq; [Bla98, 4.3.1, 4.4.1], and let u; € U((B/Jm)T)
be a lift of v;. Increasing m if necessary, we may choose u; so that
u’l‘gllul = h11 (25)

If projections hqq,...,hgx € B/J, and unitaries vy,...,v; € (A®
K)' have been defined, with lifts s, . .., ug € (B/Jm), set g =S . 1®

j=1
ej; and p = Z?Zl h;;. We have that

ES * ok
Vgt UaU] fR41,k+1V102 " * - Uk

is orthogonal to ¢q. Let viy1 be a unitary in the connected component
of the identity in U ((A ® K)T) with vz 19 = qup+1 = ¢q and

* * *
Ve41Vk """ V1 fk+1,k+1vl cURVky1 = 1 ® ept1,k+1
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and let ugy1 € U((B/Jy,)T) be a lift of vy with ugprip = pursr = p
(3.1). Then

* * *
hk:+1,k+1 = UppqUp - U1 Gk41,k4+1UL " - = UkUk41

is a lift of 1 ® ex4 1,541 to a projection in B, orthogonal to hq1, ..., hgk.

Now for each k let wp = grrugug_1---u;. Then wy is a partial
isometry in B/J,, with wjwy = hg, and wew) = grk. Set zp = Wigr1wi;
then z; is a partial isometry with z;z; = hy; and z,2] = hi,. We have
that (1®eqx)m(2) is a unitary yg in AQe; = A, and if hyy = 2p¥(yr)*,
then hy; is a partial isometry in B/J,, from hi; to hg, which is a lift of
1 ® exy. For each 4, j, set h;; = hi1h},; then the {hi;} are the desired

lifts of {1 ® e;;}. Q.E.D.

This result is false if A is stably finite: for example, K =2 C ® K is
not semiprojective, as is easily seen from 2.9 (or 2.14). In fact, a partial
converse to 4.1 (a full converse, at least stably, in the simple unital case)
is a special case of the next result.

Proposition 4.2. Let A be a nonunital semiprojective C*-algebra.
If A has an approximate identity of projections, then A contains an
infinite projection.

Proof. This follows easily from 2.9. Let {p,} be a strictly increas-
ing approximate unit of projections in A. Then A = lim_, p,, Ap,, and
so the identity map on A is homotopic to a homomorphism through
pnApy, for some n. In particular, p,+1 is homotopic, hence equivalent,
to a subprojection of p,. Q.E.D.

Corollary 4.3. Let A be a (separable) unital C*-algebra. If AQK
18 semiprojective, then A is not stably finite.

This result is probably not the best possible; in fact, 7 ® K is not
semiprojective (if it were, a nontrivial homomorphism from 7 ® K to
M,,(T), and hence to M,,, could be constructed for some n by 2.9), and
the full converse (stably) of 4.1 may well hold.

Note that if A is unital and A ® K is semiprojective, then A is
semiprojective (2.7). This should be true even if A is nonunital. In fact,
the following conjecture seems likely:

Conjecture 4.4. Let A be a semiprojective C*-algebra. Then
any full corner in A is also semiprojective.

To prove this, it would suffice (and be essentially equivalent) to
prove:
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Conjecture 4.5. Let 0 — A — B — C — 0 be a split exact
sequence of separable C*-algebras. If A is semiprojective, then so is B.

It is plausible, but less clear, that a full hereditary C*-subalgebra
of a semiprojective C*-algebra should be semiprojective. Fullness is
essential: 7 has a hereditary C*-subalgebra (closed ideal) isomorphic to
K.

If it is true that full hereditary C*-subalgebras of semiprojective
C*-algebras are semiprojective, then a stably finite semiprojective sim-
ple C*-algebra must be nearly projectionless: by 4.2, such a C*-algebra
could not contain a strictly increasing or decreasing sequence of projec-
tions.

It is quite conceivable that there could be semiprojective simple
C*-algebras which are projectionless. However, 2.14 strongly suggests
that there cannot be such examples which are nuclear. Some evidence
is described in the next section to suggest that semiprojective simple
C*-algebras are at least exact, if not nuclear; thus there is some modest
evidence for a positive answer to the following question:

Question 4.6. Is every semiprojective simple C*-algebra either a
finite-dimensional matrix algebra, or a Kirchberg algebra or stabilized
Kirchberg algebra with finitely generated K-theory?

Recall that every hereditary C*-subalgebra of a purely infinite sim-
ple C*-algebra is either unital or stable [Zha90].

§5. Exactness of Semiprojective Simple C*-Algebras

It is quite possible that every simple semiprojective C*-algebra is
C*-exact. Recall that a C*-algebra A is (C*-)exact if forming the min-
imal tensor products by A preserves exact sequences, and that a C*-
subalgebra of an exact C*-algebra is exact [Kir94]. If Fy is the free
group on two generators, then C*(FFy) is not exact [Was76|, hence can-
not be embedded in an exact C*-algebra.

Conjecture 5.1. Every semiprojective simple C*-algebra embeds
in O, and is therefore exact.

Note that by [KP00b| every separable exact C*-algebra embeds into
Os, so the first conclusion follows from the second. However, the likely
proof of 5.1 would show exactness by directly embedding A into Os,
using the following conjecture of Kirchberg, for which there seems to be
good evidence:
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Conjecture 5.2. Every separable C*-algebra embeds in the corona

o)/ (@),

the quotient of the bounded sequences in O3 by the sequences converging
to 0.

This conjecture can be slightly modified by replacing the corona
algebra with an ultrapower of O,. In fact, it seems likely that B(H) for
separable H embeds in these corona algebras or ultraproducts.

To prove 5.1 from 5.2, let B = [[ O3, and J,, the sequences in B
which are 0 after the n’th term. Then [UJ,]” = &03, and B/J,, =[] O-.
Let ¢ be an embedding of A into the corona algebra, and partially lift
¢ to an embedding of A into [[O2. Since A is simple, composing this
embedding with a suitable coordinate projection gives an embedding of
A into Os.

Note that a nonsimple semiprojective C*-algebra, e.g. C*(F3), need
not be C*-exact. This proof of 5.1 would show that any semiprojective
C*-algebra embeds into []Oz. A separable simple C*-algebra which
is not exact cannot embed into [] Oz, although it would embed in the
corona algebra if 5.2 is true; such a C*-algebra can be constructed by
embedding C*(F3) into the hyperfinite II; factor and applying [Bla78,
2.2].

§6. Finite Group Actions

One might hope (or expect) from 2.7 that a crossed product of a
semiprojective C*-algebra by a finite group, or more generally a sub-
algebra of finite Jones index in a semiprojective C*-algebra, would be
semiprojective, since these operations are the “square root” of a Morita
equivalence. However, we will give examples here of Zs-actions on a
semiprojective C*-algebra such that the crossed product is not semipro-
jective.

In fact, we show that there are Zs-actions on O» such that the
crossed product, which is a Kirchberg algebra, does not have finitely
generated K-theory. It is a bit surprising that the crossed product can
even have nontrivial K-theory, since Oy is K-contractible and thus K-
theoretically trivial. The first example of a symmetry of O2 such that
the crossed product has nontrivial K-theory appeared in [CE81]. This
gives yet another indication that Zs-actions can be badly behaved from a
K-theoretic point of view; cf. [Bla98, 10.7], [Bla90], [El195]. It may even
be true that the bootstrap class for the Universal Coeflicient Theorem
is not closed under crossed products by Zs (in fact, this appears to be
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equivalent to the question of whether every separable nuclear C*-algebra
is in the bootstrap class).

We will use the next example, which is a special case of [Bla90,
6.3.3].

Proposition 6.1. Let B be the UHF algebra with Ko(B) = Q.
Then there is a symmetry o of B such that, if D = B X, Za, then
Ko(D) = Q and K1(D) is the dyadic rationals D.

Theorem 6.2. Let Gy and G be countable abelian torsion groups
in which every element has odd order. Then there is a symmetry o of

Os such that K, (Og x o Z2) = Gy, forn=0,1.

Proof. By [ER95] there is a Kirchberg algebra A such that Kq(A) =
G:1 and K (A) & Gy. If B is the UHF algebra of 6.1, then A ® B has
trivial K-theory by the Kiinneth theorem for tensor products ([Sch82],
[Bla98, 23.1.3]), and hence is isomorphic to Oy by [ER95]. Let a be the
symmetry :d®@ o of Oy 2 A® B. Then Oz X4 Zs2 is isomorphic to A® D
(6.1), so Ko(Os X4 Zs) =2 Go and K;1(Os X4 Zs) = Gy by the Kiinneth
Theorem. Q.E.D.

Corollary 6.3. There is a simple semiprojective C*-algebra A and
a symmetry a of A such that A x4 7o ts not semiprojective.

Proof. In 6.2, choose G or G1 to be not finitely generated (i.e. not
finite.) Apply 2.10. Q.E.D.

It would be interesting to study and classify symmetries of Oy (and,
more generally, finite group actions on Kirchberg algebras, or subalge-
bras of finite index in Kirchberg algebras). It is worth noting that 6.2
exhausts the possibilities for the K-theory of the crossed product of O,
by a symmetry if these K-groups are torsion groups:

Proposition 6.4. Let o be a symmetry of Oa. Then the K -groups
of Oy X4 Zo are 2-divisible countable abelian groups with no 2-torsion.

Proof. The proof is very similar to the arguments in [Bla90, 2.2.1].
The groups are countable because Oy X, Zso is separable. For the rest,
first note that K,(O3 X4 Z) is trivial by the Pimsner-Voiculescu exact
sequence [Bla98, 10.2.1]. It then follows from the exact sequence of
[Bla98, 1071] that 1 — &, : K*(Og Xa Zz) — K*(OQ X« Zz) is an
isomorphism. Then from 0 = 1 — &% = (1 4 G4)(1 — &) it follows that
1+ a, =0, & = —1, so 1 — &, is multiplication by 2. Q.E.D.

Question 6.5. Is the K-theory of the crossed product by Zs a

complete outer conjugacy or stable conjugacy invariant for symmetries
of 057
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Example 6.6. The K-theory, or even the isomorphism class, of
the crossed product is not a complete conjugacy invariant for symmetries
of Oy. If a is the symmetry of Os which sends each generator to its
negative, then the fixed-point algebra is isomorphic to Oy4; but if 3 is
the stabilized version of , i.e. 8 = addiag(1l,—1)®a on My R0, = O,
then the fixed-point algebra of 3 is isomorphic to M3(0,), so a and 3
are not conjugate. If v = id ® a on Mz ® Oy = O4, then the fixed-point
algebra of v is also M3(04). We do not know if 3 and ~ are conjugate or
outer conjugate. The crossed products of O- by each of these symmetries
is isomorphic to M3(Oy).

Note Added in Proof.

J. Spielberg [Spi| has recently shown that Conjecture 3.6 is true if
K1(A) is torsion-free. This includes the test case of Pu,, as well as the
examples of 3.5 and [Szy]. The question remains open for such Kirchberg
algebras as O,, ® O,,.
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On quasidiagonal C*-algebras

Nathanial P. Brown

Abstract.

We give a detailed survey of the theory of quasidiagonal C*-
algebras. The main structural results are presented and various func-
torial questions around quasidiagonality are discussed. In particular
we look at what is currently known (and not known) about tensor
products, quotients, extensions, free products, etc. of quasidiagonal
C™-algebras. We also point out how quasidiagonality is connected to
some important open problems.

§1. Introduction

Quasidiagonal C*-algebras have now been studied for more than 20
years. They are a large class of algebras which arise naturally in many
contexts and include many of the basic examples of finite C*-algebras.
Notions around quasidiagonality have also played an important role in
BDF /KK-theory and are connected to some important open questions.
For example, whether every nuclear C*-algebra satisfies the Universal
Coefficient Theorem, Elliott’s Classification Program and whether or
not Ext(C)(Fz)) is a group.

In these notes we give a detailed survey of the basic theory of qua-
sidiagonal C'*-algebras. At present there is only one survey article in
the literature which deals with this subject (cf. [Vo4]). While there is
certainly overlap between this article and [Vo4], the focus of the present
paper is quite different. We will spend a fair amount of time giving de-
tailed proofs of a number of basic facts about quasidiagonal C*-algebras.
Some of these results have appeared in print, some are well known to
the experts but have not (explicitly) appeared in print and some of them
are new. Moreover, there have been a number of important advances
since the writing of [Vo4]. We will not give proofs of most of the more
difficult recent results. However, we have tried to at least give precise
statements of these results and have included an extensive bibliography
so that the interested reader may track down the original papers.

2000 Mathematics Subject Classification. Primary 46L; Secondary 46L05.
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In this paper we are primarily concerned with basic structural ques-
tions. In particular this means that many interesting topics have been
left out or only briefly touched upon. For example, we do not explore the
connections between (relative) quasidiagonality and BDF/KK-theory
(found in the work of Salinas, Kirchberg, S. Wassermann, Dadéarlat-
Eilers, Schochet and others) or the generalized inductive limit approach
(introduced by Blackadar and Kirchberg). But, for the interested reader,
we have included a section containing references to a number of these
topics.

Throughout the main body of these notes we will only be concerned
with separable C*-algebras and representations on separable Hilbert
spaces. It turns out that one can usually reduce to this case so we
don’t view this as a major loss of generality. However, it causes one
problem in that certain nonseparable C*-algebras naturally arise in the
(separable) theory. Hence we have included an appendix which deals
with the nonseparable case.

A brief overview of this paper is as follows. In section 2 we collect
a number of facts that will be needed in the rest of these notes. This is
an attempt to keep the paper self contained, but these results include
some of the deepest and most important tools in C*-algebra theory and
no proofs of well known results are given.

Section 3 contains the definitions and some basic properties of qua-
sidiagonal operators, quasidiagonal sets of operators and quasidiagonal
(QD) C*-algebras. We also give some examples of QD and non-QD
C*-algebras. We end the section with the well known fact that quasidi-
agonality implies stable finiteness.

In section 4 we prove the abstract characterization of QD C*-algebras
which is due to Voiculescu.

Section 5 deals with the local approximation of QD C*-algebras. We
show that every such algebra can be locally approximated by a residually
finite dimensional algebra. We also state a result of Dadarlat showing
that every exact QD C*-algebra can be locally approximated by finite
dimensional C*-algebras. }

Section 6 contains the simple fact that every unital QD C*-algebra
has a tracial state.

Sections 7 - 11 deal with how quasidiagonality behaves under some
of the standard operator algebra constructions. Section 7 discusses the
easiest of these questions. Namely what happens when taking subalge-
bras, direct products and minimal tensor products of QD C*-algebras.
Quotients of QD algebras are treated in section 8, inductive limits in
section 9, extensions in section 10 and crossed products in section 11.
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Section 12 discusses the relationship between quasidiagonality and
nuclearity. We state a result of Popa which led many experts to be-
lieve that simple QD C*-algebras with ‘sufficiently many projections’
are always nuclear. We then state a result of Dadarlat which shows that
this is not the case. We also discuss a certain converse to this question
and it’s relationship to the classification program. Namely the question
(due to Blackadar and Kirchberg) of whether every nuclear stably finite
C*-algebra must be QD.

Section 13 contains miscellaneous results which didn’t quite fit any-
where else. We state results of Boca and Voiculescu which concern full
free products and homotopy invariance, respectively. We observe that all
projective algebras and semiprojective MF algebras must be residually
finite dimensional. Finally, we discuss how quasidiagonality relates to
the question of when the classical BDF Ezt(-) semigroups are actually
groups and the question of whether all nuclear C*-algebras satisfy the
Universal Coefficient Theorem.

In section 14 we point out where the interested reader can go to
learn more about some of the things that are not covered thoroughly
here.

Finally at the end we have an appendix which treats the case of
nonseparable QD C*-algebras. The main result being that a C*-algebra
is QD if and only if all of it’s separable C*-subalgebras are QD.

§2. Preliminaries

Central to much of what will follow is the theory of completely posi-
tive maps. We refer the reader to [Pa] for a comprehensive treatment of
these important maps. Perhaps the single most important result about
these maps is Stinespring’s Dilation Theorem (cf. [Pa, Thm. 4.1]). We
will not state the most general version; for our purposes the following
result will suffice.

Theorem 2.1. (Stinespring) Let A be a unital separable C*-algebra
and ¢ : A — B(H) be a unital completely positive map. Then there
exists a separable Hilbert space K, an isometry V : H — K and a unital
representation m: A — B(K) such that p(a) = V*m(a)V for all a € A.

Throughout most of [Pa], only the unital case is treated. The fol-
lowing result shows that this is not a serious problem.

Proposition 2.2. (¢f. [CE2, Lem. 3.9]) Let ¢ : A — B be a
contractive completely positive map. Then the unique unital extension
@ : A — B is also completely positive, where A, B are the C*-algebras
obtained by adjoining new units.
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Another fundamental result concerning completely positive maps
is Arveson’s Extension Theorem. To state the theorem we need the
following definition.

Definition 2.3. Let A be a unital C*-algebra and X C A be a
closed linear subspace. Then X is called an operator system if 14, € X

and X = X*.

Theorem 2.4. (Arveson’s Extension Theorem) If A is a unital
C*-algebra, X C A 1is an operator system and ¢ : X — C s a con-
tractive completely positive map with C = B(H) or dim(C) < oo then
there exists a completely positive map ® : A — C which extends ¢ (i.e.
®|x = ¢). If X is a C*-subalgebra of A then there always exists a unital
completely positive extension of ¢ (whether or not X contains the unit

of A).

A proof of the unital statement above can be found in [Pa] while
the nonunital statement is due to Lance [Lal, Thm. 4.2].

Representations of quasidiagonal C*-algebras will be important in
what follows and hence we will need Voiculescu’s Theorem (cf. [Vol]).
In fact, we will need a number of different versions of this result. It will
be convenient to have Hadwin’s formulation in terms of rank.

Definition 2.5. If T € B(H) then let rank(T) = dim(TH).

Theorem 2.6. Let A be a unital C*-algebra and m; : A — B(H;)
be unital *-representations for i = 1,2. Then there exists a net of
unitaries Uy : Hy — Hy such that ||m2(a) — Uami(a)US|| — 0 for all
a € A if and only if rank(mi(a)) = rank(my(a)) for all a € A. If
A is nonunital then there exists such a net of unitaries if and only if

rank(my(a)) = rank(my(a)) for all a € A and dim(H;) = dim(H,).

When such unitaries exist we say that m; and 7o are approximately
unitarily equivalent. When both A and the underlying Hilbert spaces
are separable one can even arrange the stronger condition that m(a) —
U,m (a)U} is a compact operator for each a € A, n € N (of course,
we can take a sequence of unitaries when A is separable). When this
is the case we say that m; and w5 are approximately unitarily equivalent
modulo the compacts. A proof of this stronger (in the separable case)
result can be found in [Dav, Thm. I11.5.8] or a proof of the general result
can be found in [Had1].

It turns out that one can usually reduce to the case of separable
C™-algebras and Hilbert spaces. In this case, the following version of
Voiculescu’s theorem will be convenient (cf. [Dav, Cor. 11.5.5]).
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Theorem 2.7. Let H be a separable Hilbert space and C C B(H)
be a unital separable C*-algebra such that 1y € C. Let v : C — B(H)
denote the canonical inclusion and let p : C — B(K) be any unital
representation such that p(C N KC(H)) = 0. Then v is approzimately
unitarily equivalent modulo the compacts to 1 ® p.

We will be particularly interested in the case that C N KC(H) = 0.

Definition 2.8. Let 7w : A — B(H) be a faithful representation of
a C*-algebra A. Then 7 is called essential if m(A) contains no nonzero
finite rank operators.

Corollary 2.9. Let A be a separable C*-algebra and m; : A —
B(H;) be faithful essential representations with H; separable fori=1,2.
If A is unital and both 7wy, wo are unital then w1 and 7o are approximately
unitarily equivalent modulo the compacts. If A is nonunital then ™, and
mo are always approximately unitarily equivalent modulo the compacts.

We will need one more form of Voiculescu’s Theorem. We have not
been able to find the following version written explicitly in the literature.
However, the main idea is essentially due to Salinas (see the proofs of
[Sal, Thm. 2.9] and [DHS, Thm. 4.2]).

If A is a separable, unital C*-algebra and ¢ : A — B(H) (with H
separable and infinite dimensional) is a unital completely positive map
then we say that ¢ is a representation modulo the compacts if mop : A —
Q(H) is a *-homomorphism, where 7 is the quotient map onto the Calkin
algebra. If oy is injective then we say that ¢ is a faithful representation
modulo the compacts. In this situation we define constants 7, (a) by

no(a) = 2max(|p(a*a) — p(a*)p(a)]['/?, p(aa®) — p(a)p(a®)|/?)
for every a € A.

Theorem 2.10. Let A be a separable, unital C*-algebra and o :
A — B(H) be a faithful representation modulo the compacts. If o : A —
B(K) is any faithful, unital, essential representation then there exist
unitaries U,, : H — K such that

limsup [|o(a) — Unp(a)Uy || < n,(a)

n—oo
for every a € A.

Proof. Note that by Corollary 2.9 it suffices to show that there exists a
representation o satisfying the conclusion of the theorem since all such
representations are approximately unitarily equivalent.



24 N. P. Brown

Let p: A — B(L) be the Stinespring dilation of ¢; i.e. p is a unital
representation of A and there exists an isometry V : H — L such that
o(a) = V*p(a)V,foralla € A. Let P=VV* € B(L) and P+ =1, P.
We claim that for every a € A,

1P+ p(a)P] < [lp(a”a) — p(a*)p(a)l'2.
This follows from a simple calculation:
(P*p(a)P)* (P*p(a)P) = Pp(a*)P*p(a) P
=VVip(a*a)VV* = VV*p(a*)VV*p(a)VV*

= V(p(a*a) — p(a*)p(a))V*.

Now write L = PL @ P+L and decompose the representation p
accordingly. That is, consider the matrix decomposition

pla) = ( pla)in pla)iz ) |

p(a)ar  pla)zz

where p(a)s; = PLp(a)P and p(a)12 = p(a*)3,. Hence the norm of the

matrix ( p(c?)n p(%)m )

is bounded above by 1/2n,(a) because of

|P~p(a)P| < llp(a*a) — ¢(a*)p(a)||/2.

Now comes the trick. We consider the Hilbert space P-L @& PL and
the representation p’ : A — B(P1L & PL) given in matrix form as

o= (7o oo )

P(a)lz P(a)n

Now using the obvious identification of the Hilbert spaces
PLo ((PP'LePL) and (PL=@PL&P'L)
N N N

a standard calculation shows that

lp(a)11 & p">(a) = p™ (a)]| < 7y (a)

for all a € A, where p/® = ®np' and p>*° = Dnp. Note also that
p(a)i1 = Vp(a)V*.
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Now, let C be the linear space ¢(A) + K(H). Note that C is actu-
ally a separable, unital C*-subalgebra of B(H) with #(C) = A where
7w : B(H) — Q(H) is the quotient map onto the Calkin algebra. By
Theorem 2.7 we have that + @ p’*° o 7 is approximately unitarily equiv-

alent modulo the compacts to ¢, where ¢ : C < B(H) is the inclusion.
Let W,, : H — H @ (®n(P+L @ PL)) be unitaries such that

le(a) ® p"(a) = Wnp(a) W || — 0

for all a € A.
We now let,

V:He (@P'LePL)—-PL
N N

be the unitary V &1 (again using the obvious identification of PL® (@N
(PYL® PL)) and @nL). Note that V(p(a) ® p'*(a))V* = Vp(a)V* @
p'(a) = p(a)11 @ p'*°(a). We now complete the proof by defining

K=onyL, oc=p°=6np, U,=VW,:H—->adyL=K. QED.

Finally, we will need a basic result concerning quotient maps of lo-
cally reflexive C*-algebras. The notion of local reflexivity in the category
of C*-algebras was first introduced by Effros and Haagerup (cf. [EH]).

Definition 2.11. A unital C*-algebra A is called locally reflexive
if each unital completely positive map ¢ : X — A** is the limit (in
the point-weak* topology) of a net of unital completely positive maps
@ : X — A, where X is an arbitrary finite dimensional operator system
and A** denotes the enveloping von Neumann algebra of A.

Definition 2.12. Let 7w : A — B be a surjective *~homomorphism
with A unital. Then 7 is called locally liftable if for each finite dimen-
sional operator system X C B there exists a unital completely positive
map ¢ : X — A such that mop =1dx.

Of course, if either A or B is nuclear then the Choi-Effros Lifting
Theorem (cf. [CE2, Thm. 3.10]) implies that 7 is more than just locally
liftable; there then exists a completely positive splitting defined on all
of B. However, local liftability is usually all we will need. The following

result will be used several times and is a consequence of [EH; 3.2, 5.1,
5.3 and 5.5].

Theorem 2.13. Let0 — I = E -5 B — 0 be an exact sequence
with B unital. Then E is locally reflexive if and only if both I and B
are locally reflexive and the morphism m s locally liftable.
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Local reflexivity plays an important role in the theory of operator
spaces. We will not need any more results about local reflexivity. How-
ever, we do wish to point out the following implications:

Nuclear = Exact = Locally Reflezive.

These results (together with the definitions of nuclear and exact C*-
algebras) can essentially be found in S. Wassermann’s monograph [Wa3].
([Wa3] Propositions 5.5 and 5.4 give the first implication while [Wa3, Re-
mark 9.5.2] states that exactness is equivalent to property C of Archbold
and Batty. However, property C implies property C”, as defined in [EH,
pg. 120], which in turn is equivalent to local reflexivity by [EH, Thm.
5.1].) Since the pioneering work of E. Kirchberg, exactness has played a
central role in C*-algebras. However, since we will only need the local
liftability statement of Theorem 2.13, we will also consider the class of
locally reflexive C*-algebras. (It is not known if this is really a larger
class of algebras — i.e. it is not known if every locally reflexive C'*-algebra
is exact [Kir2,pg. 75].)

§3. Definitions, Basic Results and Examples

Recall that throughout the body of these notes all Hilbert spaces
and C*-algebras are assumed to be separable.

We begin this section by recalling the notions of block diagonal and
quasidiagonal operators on a Hilbert space. In Proposition 3.4 we show
that the notion of a quasidiagonal operator can be expressed in terms
of a local finite dimensional approximation property. This local version
then extends to a suitable definition of a quasidiagonal (QD) C*-algebra
(Definition 3.8). In Theorem 3.11 we prove a fundamental result about
representations of QD C*-algebras. At the end of this section we give
some examples of QD (and non-QD) C*-algebras and observe that QD
C*-algebras are always stably finite (cf. Proposition 3.19).

Definition 3.1. A bounded linear operator D on a Hilbert space
H is called block diagonal if there exists an increasing sequence of finite
rank projections, P, < P, < P3---, such that ||[D,P,]|| = ||DP, —
P,D| =0 for all n € N and P,, — 1y (in the strong operator topology)
as n — oo.

Note that if ||[D, B,]|| = O then ||[D, (P, — P,,—1)]|| = 0 as well. Thus
the matrix for D with respect to the decomposition H = PyH & (P2 —
P\)H & (P; — P,)H @ - - - is block diagonal.

The notion of a quasidiagonal operator is due to Halmos and is a
natural generalization of a block diagonal operator.
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Definition 3.2. A bounded linear operator T on a Hilbert space
H is called quasidiagonal if there exists an increasing sequence of finite
rank projections, P, < P, < P3---, such that ||[T,P,]|| = |[TP, —
P,T|| — 0 and P, — 1y (in the strong operator topology) as n — oo.

Halmos observed the following relationship between quasidiagonal
and block diagonal operators.

Proposition 3.3. If T € B(H) then T is quasidiagonal if and
only if there exist a block diagonal operator D € B(H) and a compact
operator K € K(H) such that T =D + K.

We will not give the proof of this proposition here as it is a special
case of Theorem 5.2. Note, however, that one direction is easy. Namely,
if T'= D+ K as above then T must be quasidiagonal since any increasing
sequence of finite rank projections converging to 1y (s.o0.t.) will form an
approximate identity for (H) and hence will asymptotically commute
with every compact operator.

It is an important fact that the seemingly global notion of quasidi-
agonality can be expressed in a local way.

Proposition 3.4. LetT € B(H). Then T is quasidiagonal if and
only if for each finite set x C H and € > 0 there exists a finite rank
projection P € B(H) such that ||[T, P]|| < e and ||P(z) — z|| < € for all
T € X.

Proof. We may assume that || T]| < 1. It is clear that the definition of a
quasidiagonal operator implies the condition stated above. To prove the
converse, it suffices to show that for each finite set x C H and € > 0 there
exists a finite rank projection P such that ||[P,T]|| < € and P(z) = «z for
all z € x. Having established this it is not hard to construct finite rank
projections P; < P, < Ps---, such that ||[T, P,]|| = 0 and P, — 1y in
the strong operator topology.

So let x C H be a finite set, ¢ > 0 and let R be the orthogonal
projection onto K = span{x}. By compactness of the unit ball of K
there is a finite set Y C K which is e-dense in the unit ball of K. Now let
@ be a finite rank projection such that ||[Q,T]|| < € and ||Q(z) —z|| < &
for all x € x. Then for all y € K we have ||Q(y) — y|| < 3el|y|| and hence
11— RQR]| < 3e.
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Now consider the positive contraction X = RQR+ (1— R)Q(1— R).
Observe that X is actually very close to Q:

Q- X| = [IRQ(1—R)+(1-R)QR|
— maex{ |RQ(L - R)|, Il - RIQR] }
— 0 - RQRI
< 3e.

Hence X is almost a projection (i.e. it’s spectrum is contained in [0, 3e)U
(1—3¢,1]). Let P be the projection obtained from functional calculus on
X. Then ||P—Q)|| < 6¢ and hence ||[P,T]|| < 13¢. Finally we claim that
P(x) = z for all z € x. To see this, first note that X commutes with
R and hence so does P. This implies that PR = RPR is a projection
with support contained in K. However, for each y € K we also have
IPR(y) — yll = IR(P(y) - 9)]l < IPw) — Q)ll + Q) — vl < 9ellyll
Hence the support of PR is all of K;i.e. PR=R. Q.E.D.

With this local characterization in hand we now define the following
generalization of a quasidiagonal operator.

Definition 3.5. A subset Q C B(H) is a called a quasidiagonal
set of operators if for each finite set w C €2, finite set x C H and € > 0
there exists a finite rank projection P € B(H) such that ||[T,P]|| < e
and ||P(z) —z|| <eforall T € wand z € ¥.

It is easy to see that a set Q C B(H) is a quasidiagonal set of
operators if and only if the C*-algebra generated by Q, C*(Q) C B(H),
is a quasidiagonal set of operators.

The proof of the next proposition is a straightforward adaptation of
the proof of Proposition 3.4.

Proposition 3.6. If A C B(H) is separable then A is a quasidi-
agonal set of operators if and only if there exists an increasing sequence
of finite rank projections, P, < Py < P3---, such that for all a € A,
l|[a, Pp]|l — 0 and P, — 1y (s.0.t.) as n — oo.

Remark 3.7. The previous proposition is often used when defin-
ing quasidiagonal C*-algebras. However, L. Brown has pointed out to us
that the previous proposition is not true if A is not separable (even if H is
separable). Definition 3.5 allows one to use Zorn’s lemma to construct
maximal quasidiagonal subsets of B(H) and we claim that they pro-
vide counterezamples. The proof goes by contradiction. So assume that
2 C B(H) is a mazimal quasidiagonal set of operators and there exist
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finite rank projections such that ||[x, P,||| — O for all x € Q. Construct
a block diagonal operator T such that [T, Pap] =0 and ||[T, Pent1]|| =1
for all n € N. Since [T, Py,] = 0 for all n we see that QU {T} is a
quasidiagonal set of operators and hence (by mazimality) T € Q. This
gives the contradiction since ||[T, Pont1]|| = 1 for all n € N. Hence it is
important to take Definition 3.5 for general quasidiagonal questions.

We finally come to the definition of a quasidiagonal C*-algebra.

Definition 3.8. Let A be a C*-algebra. Then A is called quasidi-
agonal (QD) if there exists a faithful representation 7 : A — B(H) such
that 7(A) is a quasidiagonal set of operators.

Some remarks regarding this definition are in order. First we should
point out that some authors (e.g. [Had2]) refer to C*-algebras satisfy-
ing Definition 3.8 as ‘weakly quasidiagonal’ C*-algebras. There is good
reason for this terminology as it emphasizes the distinction between ab-
stract and concrete C*-algebras. It is important to make this distinction
since every C*-algebra has a representation 7 such that 7(A) is a qua-
sidiagonal set of operators (namely the zero representation). On the
other hand, it is possible to give examples of C*-algebras A and faithful
representations m : A — B(H) such that A is QD but 7(A) is not a
quasidiagonal set of operators. Perhaps the most extreme case of this
is an example of L. Brown. In [BrL2] it was shown that there exists an
operator 1" on a separable Hilbert space such that T'®7T is quasidiagonal
while T is not! Hence C*(T) is a QD C*-algebra but is not a quasidiago-
nal set of operators in it’s natural representation. Thus it is indeed very
important to distinguish between abstract QD C*-algebras and concrete
quasidiagonal sets of operators. (The reader is cautioned that this is not
always done carefully in the literature.) Other authors prefer to say that
a representation is quasidiagonal if it’s image is a quasidiagonal set of
operators. Definition 3.8 then becomes equivalent to the statement that
A admits a faithful quasidiagonal representation.

Definitions 3.5 and 3.8 are the correct definitions in the nonseparable
case as well (see the Appendix). We will see that certain nonseparable
C*-algebras (namely I1M,,(C)) naturally arise in the separable theory
and hence it will be logically necessary to treat this case also.

Finally note that Definition 3.8 does not require the representation
to be nondegenerate. Of course, this can always be arranged. Note,
however, that this is actually a deep fact as the proof of Lemma 3.10
below depends on Voiculescu’s Theorem (at least in the nonunital case).
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Definition 3.9. If 7: A — B(H) is a representation and L C H
is a m(A)-invariant subspace then 7y : A — B(L) denotes the restric-
tion representation (i.e. 7y (a) = Prm(a)|r, where P, is the orthogonal
projection from H — L).

Lemma 3.10. Let 7 : A — B(H) be a faithful representation
and L C H be the nondegeneracy subspace of m(A). Then w(A) is a
quasidiagonal set of operators if and only if T, (A) is a quasidiagonal set
of operators.

Proof. Assume first that 7 (A) is a quasidiagonal set of operators. Then
write H = L @ L. Since 7(a) = 71(a) ® 0, any finite rank projection
P € B(L) can be extended to a finite rank projection P & P such that
|[m(a), P & P)|| = ||[rL(a), P]||. From this one deduces that 7(A) must
also be a quasidiagonal set of operators.

Now assume that 7(A) is a quasidiagonal set of operators. If A is
unital then 7(14) = Pr. If R € B(H) is any finite rank projection that
almost commutes with 7(14) = P then P, RP;, € B(L) is very close to
a projection which does commute with P;,. We leave the details to the
reader, but some standard functional calculus then implies that 7w (A)
is also a quasidiagonal set of operators.

In the case that w(A) is a quasidiagonal set of operators and A is
nonunital, we have to call on Voiculescu’s Theorem (version 2.6). Since
it is clear that rank(m(a)) = rank(rp(a)) for all a € A we have that
7 and 7y are approximately unitarily equivalent. However, it is an
easy exercise to verify that if p and p are two approximately unitarily
equivalent representations then p(A) is a quasidiagonal set of operators
if and only if §(A) is a quasidiagonal set of operators. Q.E.D.

We now give the fundamental theorem on representations of QD
C*-algebras.

Theorem 3.11. (c¢f. [Vo4, 1.7]) Let m : A — B(H) be a faithful
essential (cf. Definition 2.8) representation. Then A is QD if and only
if m(A) is a quasidiagonal set of operators.

Proof. 1f w(A) is a quasidiagonal set of operators then, of course, A is
QD. Conversely, if A is QD then there exists a faithful representation
p: A — B(K) such that p(A) is a quasidiagonal set of operators. In
light of Lemma 3.10, we may assume that both m and p are nondegener-
ate. Defining po, = ®np: A — B(OnK) it is easy to see that po(A) is
also a quasidiagonal set of operators. But, since p, is an essential repre-
sentation, Voiculescu’s Theorem (version 2.9) implies that 7 and p are
approximately unitarily equivalent. Hence 7(A) is also a quasidiagonal
set of operators. Q.E.D.
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We now give some examples of QD C*-algebras and non-QD C*-
algebras.

Example 3.12. Fvery commutative C*-algebra is QD. Indeed, if
A = Co(X) and for each z € X we let evy, : A — C be evaluation at x
then m = @ ecrevy, where F C X is a countable dense set, is a faithful
representation and it is easy to see that w(A) is a quasidiagonal (in fact,
diagonal) set of operators.

Example 3.13. Approzimately finite dimensional (AF) algebras
are QD. Let A =U,A, be AF with each A, C Ap41 finite dimensional.
Let m: A — B(H) be a faithful nondegenerate representation and write
H = U, H, where each H, C H,y1 is a finite dimensional subspace.
Then define P, € B(H) to be the (finite rank) projection onto the sub-
space 7(An)H,. Then we evidently have that ||[7(a), P.l|| — 0 for all
a € A and P, — 1y in the strong topology.

Example 3.14. Irrational rotation algebras are QD. That is, if
Ay is the universal C*-algebra generated by two unitaries U,V subject to
the relation UV = (exp(276:))VU for some irrational number 6 € [0, 1]
then Ag is QD. This was first proved by Pimsner and Voiculescu when

they showed how to embed Ay into an AF algebra (cf. [PV2]). This was
later generalized by Pimsner in [Pi] (see also section 11 of these notes).

Example 3.15. Perhaps the most important class of QD C*-alge-
bras are the so-called residually finite dimensional (RFD) C*-algebras.
A C*-algebra R is called RFD if for each x € R there exists a *-
homomorphism m : R — B such that dim(B) < oo and w(xz) # 0.
That such algebras have a faithful representation whose image s a qua-
sidiagonal (in fact, block diagonal) set of operators is proved similar to
the case of abelian algebras. Often times general questions about QD
C*-algebras can be reduced to the case of RFD algebras.

Example 3.16. Both the cone (CA = Cy((0,1]) ® A) and sus-
pension (SA = Co((0,1)) ® A) over any C*-algebra A are QD. Since
SA C CA and CA is homotopic to {0}, this can be deduced from the
homotopy invariance of quasidiagonality (cf. [Vo3] or Theorem 13.1 of

these notes). From this we see that every C*-algebra is a quotient of a
QD C*-algebra (since A= CA/SA).

Example 3.17. A C*-algebra which contains a proper (i.e. non-
unitary) isometry is not QD. Since it is clear that a subalgebra of a
QD C*-algebra is again QD, it suffices to show that the Toeplitz al-
gebra is not QD. (Recall that Coburn’s Theorem states that the C*-
algebras generated by any two proper isometries are isomorphic.) We



32 N. P. Brown

let C*(S) denote the Toeplitz algebra, where S is a proper isometry, and
let # : C*(S) — B(H) be any faithful unital essential representation.
Then w(S) is a semi-Fredholm operator with index —oo. On the other
hand, it follows from Proposition 3.8 that any semi-Fredholm quasidi-
agonal operator on H must have index zero (since any semi-Fredholm
block diagonal operator must have index zero) and hence w(S) is not a
quasidiagonal operator. Hence, by Theorem 3.11, C*(S) is not QD. (See
[Hall] for generalizations of this result.)

The previous example implies a more general result.

Definition 3.18. Let A be a unital C*-algebra. Then A is said
to be stably finite if A ® M, (C) contains no proper isometries for all
n € N. If A is nonunital, then A is called stably finite if the unitization
A is stably finite.

Proposition 3.19. QD C*-algebras are stably finite.

Proof. 1t is easy to see that if A is nonunital and QD then the unitization
A is also QD. Furthermore, it is a good exercise to verify that if A is QD
then for all n € N, M,,(C) ® A is also QD. From these observations and
Example 3.17 we see that if A is QD then M, (C)® A (or M,,(C)® A in
the non-unital case) has no proper isometries for all n € N. Hence A is
stable finite. Q.E.D.

The converse is not true. S. Wassermann has given examples of
non-QD MF algebras (cf. Definition 9.1 and Example 8.6 of these notes).
But every MF algebras is stably finite (cf. [BK1, Prop. 3.3.8]). Hence,
in general, QD is not equivalent to stably finite. However, Blackadar
and Kirchberg have asked whether or not they are equivalent within the
category of nuclear C*-algebras (see Question 12.5).

§4. Voiculescu’s Abstract Characterization

In this section we prove an abstract (i.e. representation free) char-
acterization of QD C*-algebras (cf. [Vo3, Thm. 1}). This fundamental
result will be crucial in sections 8 - 10.

Consider the following property of an arbitrary C*-algebra A.

(¥) For each finite set 7 C A and € > 0 there exists a contrac-
tive completely positive map ¢ : A — B such that i) dim(B) < oo,
i1) lp(@)]] > |z — = for all z € F and ) |p(zy) - (@)p@)| < < for
all z,y € F.

For a unital algebra A we have a related property.

(#x) For each finite set F C A and € > 0 there exists a unital
completely positive map ¢ : A — B such that i) B = M, (C) for some
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n €N, ii) lpx)|| 2 ||z]|—e for all z € F and 4ii) [|p(zy) —p(z)p(y)|| < e
for all x,y € F.
We will refer to such maps as e-isometric and e-multiplicative on F.

Lemma 4.1. If A is a unital C*-algebra then A satisfies (x) if
and only if A satisfies (¥x).

Proof. (<) This is obvious.

(=) We only sketch the main idea. First, we identify B with a unital
subalgebra of M,,(C) = B(C™) for some m € N. Let 14 denote the unit
of A and let P € M,,(C) be the projection onto the range of p(14).
Then one shows that ¢(a) = Pp(a) = ¢(a)P for all a € A. Moreover, if
¢ is very multiplicative on 14 then ¢(14) is close to P.

Now let ¢ : A — PM,,(C)P = M,(C) (for some n < m) be given
by ¥(a) = Pyp(a)P and clearly ¢ has the same multiplicativity and
isometric properties (up to €) that ¢ does. Moreover, since p(1ly4) is
close to P, 1(14) is invertible in PM,,(C)P = M,(C). Thus, to get a
unital complete positive map into a matrix algebra, we replace ¥ with
the map a — ((14))~Y2¢(a)(¥(14))~/2. The multiplicativity and
isometric properties of this new map are not quite as good as those of
©, but they are good enough. Q.E.D.

We are now ready for Voiculescu’s abstract characterization of QD
C*-algebras. Our proof is based on the proof of [DHS, Thm. 4.2] and,
hopefully, is easier to follow than the original. However, the main ideas
are the same. We have simply isolated the hard part in Theorem 2.10.

Theorem 4.2 (Voiculescu). Let A be a C*-algebra. Then A is
QD if and only if A satisfies (x).

Proof. From Proposition 2.2 it is easy to see that A satisfies (*) if and
only if A satisfies (x). Similarly is it clear that A is QD if and only if A
is QD and hence we may assume that A is unital.

(=) Let 7 : A — B(H) be a unital faithful essential representation
on a separable Hilbert space. We can then find an increasing sequence
of finite rank projections, P, < P, < Ps---, such that for all a € A,
Il (a), P.]|| — 0 and P, — 1g in the strong topology. Then for all n,
P, B(H)P, is isomorphic to a matrix algebra and the unital completely
positive maps ¢, : A — P,B(H)P,, a — P,7m(a)P, are easily seen to
be asymptotically multiplicative and isometric.

(<) By Lemma 4.1 we can find a sequence of unital completely pos-
itive maps ¢; : A — Mn(i)((C) which are asymptotically multiplicative
and asymptotically isometric. Let

o0 xO
H, = @(Cn(i), o, = @goi : A — B(Hp,).
=m

1=m
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Evidently each ®,, is a faithful representation modulo the compacts (as
in Theorem 2.10). Let 0 : A — B(K) be any faithful, unital, essential
representation and by Theorem 2.10 we can find unitaries U,,, : H,,, — K
such that ||o(a) — Up, @ (a)Ur || — 0 as m — oo for all @ € A. Since
it is clear that ®,,(A) is a quasidiagonal (in fact, block diagonal) set of
operators for every m it is easy to see that o(A) is also a quasidiagonal
set of operators and hence A is QD. Q.E.D.

In addition to being a very useful tool in establishing the quasidiag-
onality of a given C*-algebra this result also shows that QD C*-algebras
are a very natural abstract class of algebras. Indeed, this result shows
that QD C*-algebras are precisely those which have ‘good matrix mod-
els’” in the sense that all of the relevant structure (order, adjoints, mul-
tiplication, norms) can approximately be seen in a matrix.

We wish to note a minor generalization which will be useful later
on.

Definition 4.3. If A is a unital C*-algebra and F C A is a fi-
nite set then we will let Xz denote the smallest operator system (cf.
Definition 2.3) containing F and {ab: a,b € F}.

Definition 4.4. If F, B C B(H) are sets of operators then we say
F' is e-contained in B if for each z € F' there exists y € B such that
|z — y|| < e. When this is the case we write F' C¢ B.

Corollary 4.5. Assume that A is unital and for every finite subset
F C A and € > 0 there exists a contractive completely positive map
¢ : Xgr — B(H) such that ¢ is e-isometric and e-multiplicative on F
and o(F) is e-contained in a QD C*-algebra B C B(H). Then A is

QD.

Proof. That A satisfies (x) follows from Arveson’s Extension Theorem
applied to ¢ and to the almost isometric and multiplicative maps from
B to finite dimensional C*-algebras. Q.E.D.

Remark 4.6. Note that the hypotheses of the previous corollary
can be relaxed further. Indeed, one only needs such e-isometric and e-
multiplicative maps on a sequence of finite sets which are suitably dense
in A (e.g. generate a dense *-subalgebra of A).

§5. Local Approximation

We observe that every QD C*-algebra can be locally approximated
by a residually finite dimensional (RFD) C*-algebra (cf. Example 3.15).
The proof is a simple adaptation of Halmos’ original proof that every
quasidiagonal operator can be written as a block diagonal operator plus



On quasidiagonal C™-algebras 35

a compact. We also recall a result of M. Dadarlat which gives a much
stronger approximation in the case of exact QD C*-algebras.

Definition 5.1. (¢f. Definition 3.1) Let B C B(H) be a C*-
algebra. Then B is called a block diagonal algebra if there exists an

increasing sequence of finite rank projections, P, < P, < P3---, such
that ||[b, P,]|| =0 for all b€ B, n € N and P, — 1y (s.o.t.).

It is relatively easy to see that a C*-algebra R is RFD if and only
if there exists a faithful representation 7 : R — B(H) such that 7(R) is
a block diagonal algebra. The next result, which is well known to the
experts, shows that every QD C*-algebra can be locally approximated
by an RFD algebra.

Theorem 5.2. Let A C B(H) be a C*-algebra. Then A is a qua-
sidiagonal set of operators if and only if for every finite set F C A and
e > 0 there exists a block diagonal algebra B C B(H) such that F C* B
(cf. Definition 4.4) and A+ K(H) =B+ K(H).

Proof. Clearly we only have to prove the necessity since B + K(H) is
a quasidiagonal set of operators. Our proof follows closely the proof of
[Ar, Thm. 2] where a similar result is obtained for general quasicentral
approximate units.

Solet # C A and € > 0 be given. We may assume that F is
contained in the unit ball of A. Let 71 C F2 C F3... be a sequence of
finite sets such that F C F; and whose union is dense in the unit ball of
A. Since A is a quasidiagonal set of operators we can use Proposition 3.6
to find finite rank projections P; < P, ... converging to 1y (strongly)
and such that ||[P,,a]|| — O for all a € A. By passing to a subsequence
we may assume that ||[P,,a]|| < €/(2") for all a € F,,. Now, let E, =

[ee]

P,—P, 1forn=1, 2,... where P, =0. Note that > F, = 1y.

n=1
Then one defines completely positive maps 6 : A — B(H) via the
formula

k
Sk(a) = Z E,aF,.
n=1

We leave it to the reader to verify that the 6;’s converge in the point
strong operator topology (i.e. 6x(a) is strongly convergent for each a €

A) and hence

6(a) = i E,aE,.
n=1

is a well defined completely positive map. Now let B = C*(§(A)) and
clearly B is a block diagonal set of operators. Moreover, for each a € A
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we have

a—6(a) = i aE, — i E,aE,
n=1 n=1
= io: n — EnaEy)
= i — E,a)

where convergence of these sums is again taken in the strong operator
topology. However, for each a € UF,, the last summation above is actu-
ally convergent in the norm topology and is compact since the E,,’s are
finite rank. Note that by construction we have ||a—é(a)|| < > e/(2") =¢
for all a € F;. Now since 6 is norm continuous (being completely posi-
tive) we then conclude that a — §(a) is a compact operator for all a € A.
It follows that A+ K(H) = B+ K(H). Q.E.D.
Theorem 5.2 fails when A is not separable (cf. Remark 3.7).

Corollary 5.3. (c¢f. [GM]) Every (separable) C*-algebra A is a
quotient of an RFD algebra. If A is nuclear (resp. exact) then the RFD
algebra can be chosen nuclear (resp. exact).

Proof. Let m: CA — B(H) be a faithful essential representation of the
cone over A (cf. Example 3.16). If A is nuclear (resp. exact) then so is
CA and hence so is 1(CA)+K(H) (cf. [CEL, Cor. 3.3], [Kir2, Prop. 7.1]).
Let R C B(H) be an RFD algebra such that 7(CA)+K(H) = R+K(H).
Passing to the Calkin algebra we see that C A, and hence A, is a quotient
of R. Since exactness passes to subalgebras ([Kir2, Prop. 7.1]), it is clear
that R is exact whenever A is exact. When A is nuclear we deduce that
R is also nuclear from [CE1, Cor. 3.3] and the exact sequence

0— RNK(H)— R— CA — 0,

since K(H) is type I and hence all of it’s subalgebras are nuclear (cf.
[Bl1]). Q.E.D.

The next result of Dadarlat is a vast improvement under the addi-
tional assumption of exactness. We will not prove this here; see [Dad3,
Thm. 6]. However we remark that the proof depends in an essential way
on Theorem 5.2 as it allows one to reduce to the case of RFD algebras.

Theorem 5.4 (D&adarlat). Let A C B(H) be such that ANK(H) =
0. Then A is exact and QD if and only if for every finite set F C A and
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e > 0 there exists a finite dimensional subalgebra B C B(H) such that
F C* B.

Note the similarity with the definition of an AF algebra. The dif-
ference, of course, is that we have had to go outside the algebra to get
the finite dimensional approximation. We regard this as very strong evi-

dence in favor of an affirmative answer to the following conjecture. (See
also [BK1, Question 7.3.3])

Conjecture 5.5. Fvery (separable) exact QD C*-algebra is iso-
morphic to a subalgebra of an AF algebra.l

§6. Traces

Proposition 6.1. (cf. [Vo4, 2.4]) If A is a unital @D C*-algebra
then A has a tracial state.

Proof. By Theorem 4.2 and Lemma 4.1 we can find a sequence of
unital completely positive maps ¢; : A — My(;(C) such that |ja]| =
lim; || (a)|l and |@;(ab) — @;(a)p;(b)|| — O for all a,b € A. Let 7,
denote the tracial state on M,;)(C) and let 7 € S(A) be a weak limit
point of the sequence {7,(;y 0 i} C S(A). An easy calculation shows
that 7 is a tracial state. Q.E.D.

One should not be tempted to think that the trace constructed above
is faithful. Of course some very nice unital QD C*-algebras, like the
unitization of the compact operators, can’t have a faithful tracial state.
But we do have the following immediate corollary.

Corollary 6.2. FEvery simple unital QD C*-algebra has a faithful
trace.

§7. Easy Functorial Properties
The following two facts are immediate from the definition.
Proposition 7.1. A subalgebra of a QD C*-algebra is also QD.
Proposition 7.2. The unitization of a QD C*-algebra is also QD.

We need some notation before going further.

1Some exciting progress on this conjecture has been made by Ozawa who
showed that the cone over any exact algebra is AF-embeddable (cf. [Oz],
[Rer3)).
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Definition 7.3. Let {A,} be a sequence of C*-algebras. Then
II,enAn = {(an) : sup, |lan|| < oo}, where (a,) is an element of
the set theoretic product of the A,’s. We let ®,cnA, denote the
ideal of II,,enA, which consists of elements (a,) with the property that
lim,, o ||lan|| = 0.

If Aand B are QD and 7: A — B(H), p: B — B(K) are faithful
representations whose ranges are quasidiagonal sets of operators then
one easily checks that A & B is QD by considering the representation
7 @ p. The following fact is an easy extension of this argument.

Proposition 7.4. The direct product of QD C*-algebras is QD.
That is, if {A,} is a sequence of C*-algebras then Il ,enAy, is QD if and
only if each A, is QD.

Recall that if A and B are C*-algebras with faithful representations
m:A— B(H) and p: B — B(K) then the minimal (or ‘spatial’) tensor
product is defined to be the C*-algebra generated by the image of the
algebraic tensor product representation 1©p: A©®B — B(H)®B(K) C
B(H ® K). The following result, which appeared first in [Had2], is left
as an easy exercise. The proof only depends on the fact that the tensor
product of two finite rank projections is again a finite rank projection.

Proposition 7.5. The minimal tensor product of QD C*-algebras
1 again QD.

If both A and B contain projections and A ®,,:n, B is QD then both
A and B must be QD as well. But in general the converse of Proposition
7.5 is not true (since cones and suspensions are always QD).

When one of the algebras happens to be nuclear then there is only
one possible tensor product and hence quasidiagonality is always pre-
served in this case. In particular this fact implies that quasidiagonality
is even invariant under the weaker notion of stable isomorphism (cf.
[BrL1]). (Recall that A and B are stably isomorphic if AQ KX =2 B® K,
where K denotes the compact operators on an infinite dimensional sep-
arable Hilbert space. Recall also that for separable algebras this is the
same as strong Morita equivalence; cf. [BGR].)

It is not known whether or not Proposition 7.5 holds for other tensor
products. In particular the following question is still open.

Question 7.6. If A and B are QD then is A Q@as B also QD?
§8. Quotients

We already pointed out in Example 3.16 that every C*-algebra is a
quotient of a QD C*-algebra. Thus quasidiagonality does not pass to
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quotients in general. In this section we give a sufficient condition for a
quotient of a QD algebra to be QD. However, this condition is far from
necessary and it is not clear what the real obstruction is. Also, at the
end of this section we give another proof of Corollary 5.3 (i.e. one which
does not depend on the fact that cones are always QD).

To state our result we first need a definition. The notion of rela-
tive quasidiagonality was introduced by Salinas in connection with KK-

theory (cf. [Sa2]).

Definition 8.1. Let A be a C*-algebra with (closed, 2-sided) ideal
I. Then A is said to be quasidiagonal relative to I if I has an approximate
unit consisting of projections which is quasicentral in A.

Example 8.2. In general, an algebra can be quasidiagonal rela-
tive to an ideal without itself (or the ideal) being QD. For example, let
{A;}ien be a sequence of unital (non-QD) C*-algebras. Then A =11, A,
1s quasidiagonal relative to the ideal I = ®;A;. But the terminology is
nspired by a close connection in the case that the ideal is the compact
operators. Indeed, if B C B(H) is a C*-algebra then it is easy to see
that B is a quasidiagonal set of operators if and only if B + K(H) is
quasidiagonal relative to K(H) (cf. Proposition 3.6).

Proposition 8.3. Assume A is unital, QD, quasidiagonal relative
to an ideal I and w : A — A/I is locally liftable (cf. Definition 2.12).
Then A/I is also QD.

Proof. Let F C A/I be a finite set and € > 0. In the notation of
Corollary 4.5 we let ¢ : Xz — A be a unital completely positive
splitting.

Now take a quasicentral approximate unit of projections, say {p,}
and consider the (isometric - though no longer unital) completely posi-
tive splittings . (z) = (1—pn)e(z)(1—p,). We claim that for sufficiently
large n, these maps are e-multiplicative on F and hence from Corollary
4.5 we will have that A/T is QD.

To see the e-multiplicativity we first recall that if a € A and &

denotes it’s image in A/I then ||a|| = lim ||(1 — p,)a]| since {p,} is an
approximate unit for I. However, since the p,’s are projections and
quasicentral for A we see that ||a|| = lim ||(1 — pn)a(l — p,)|| as well.

Now for a,b € A consider the following estimates (see also the proof of
Lem. 3.1 in [Ar] where these estimates are given in greater generality):
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ln(ab) — @n(@)en ()l

= |(1 = pn)(@b) (1 — pn) — (1 — pn)ip(a)(1 — pn)p(b)(1 — pu)|

< (L= pn) (wab) _ w(@w(@) (1= pa)l

I =) ((1 = pa)ep(@) — (@)1 - pn>)<p<b)<1 o)l

Finally since ¢ is a splitting, ||Z|| = lim ||(1—p,)z(1—p,)|| and {p,}
is quasicentral we see that ¢, is e-multiplicative on F for sufficiently
large n. Q.E.D.

Corollary 8.4. If A is unital, locally reflexive (e.g. eract or nu-
clear), QD and quasidiagonal relative to an ideal I then A/I is also

QD.
Proof. Use the previous proposition together with Theorem 2.13. Q.E.D.

Remark 8.5. The proof of Proposition 8.8 given here is simply
a formalization of a well known argument in the case the ideal is the
compact operators. (cf. [Dad1, Prop. 4.5].)

Example 8.6. Proposition 8.3 is no longer true without the ‘local
liftability’ hypothesis. Indeed, S. Wassermann gave the first examples of
quasidiagonal sets of operators whose image in the Calkin algebra was a
non-QD C*-algebra (cf. [Was1,2]). Hence, by the remarks in Ezample
8.2, Wassermann’s examples show that the ‘local liftability’ hypothesis
can’t be dropped in Proposition 8.3.

In section 10 we will see that the ‘right’ obstruction to look at for
extensions is probably given in K-theoretic terms (for a large class of
algebras). However, the following example shows that this is not the
case for the quotient question. Indeed, it is not at all clear what type of
obstruction one should be looking at in relation to the quotient question.

Example 8.7. Let A = O3 be the Cuntz algebra on two generators
(cf. [Cuj). Then we have the short exact sequence 0 — SA — CA —
A — 0, where SA and C A denote the suspension and cone, respectively.
The point we wish to make is that any potential K-theoretic obstruction

would vanish for this example since the six term exact sequence is trivial.
However, CA is QD while A is not.
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Finally we give another proof of the fact that every separable C*-
algebra is a quotient of an RFD algebra (cf. Corollary 5.3). The simplest
proof of this fact is the original (cf. [GM]), however it does not yield the
useful fact that this can be done within certain categories (e.g. nuclear,
exact, etc.) Rather than use Voiculescu’s result on the quasidiagonality
of cones, we now exploit a basic fact from noncommutative topology. We
will need the following generalization of the Tietze Extension Theorem.

Theorem 8.8. (c¢f. [We, Thm. 2.3.9]) Let A be a separable C*-
algebra and w : A — B be a surjective *-homomorphism. Then n extends
to a surjective *-homomorphism 7 : M(A) — M(B) of multipier alge-
bras.

Proposition 8.9. Let R be an RFD algebra. Then the multiplier
algebra, M (R), is also RFD.

Proof. Let m, : R — A,, be a sequence of surjective *-homomorphisms
such that each A,, is unital and QD (e.g. finite dimensional) and the map
®nenTy is faithful. Construct extending morphisms 7,, : M(R) — A,.
(In this case the extensions are easy to construct. For each n let e,, € R
be a lift of the unit of A, and simply define 7,(z) = m,(ze,) for all
x € M(R).)

In general, if I C A is an essential ideal and ¢ : A — B is a *-
homomorphism such that ¢|; is injective then ¢ must be injective on all
of A (since any nonzero ideal of A must have nonzero intersection with
I). Hence we see that the *-homomorphism &,7, : M(R) — IIA, is
also injective. Q.E.D.

Corollary 8.10. Let H be a (separable) Hilbert space. Then B(H)
1s a quotient of a RFD algebra.

Proof. Since the compact operators on a separable Hilbert space are a
quotient of an RFD algebra (note that for QD C*-algebras we do not
have to use cones in the proof of Corollary 5.3), it follows from the
Tietze Extension Theorem and proposition 8.9 that B(H) = M(K) is a
quotient of an RFD algebra. Q.E.D.

89. Inductive Limits

It follows easily from Theorem 3.11 that an inductive limit of QD
C*-algebras where the connecting maps are all injective will again be
a QD C*-algebra. We will see that, in general, inductive limits of QD
algebras need not be QD. However, if the algebras in the sequence are

also locally reflexive (e.g. exact or nuclear) then the limit algebra must
be QD.
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In [BK1] the notion of MF C*-algebra was introduced. There are a
number of characterizations of these algebras and hence we can choose
the most convenient as our definition (though it is actually a theorem).

Definition 9.1. (¢f. [BK1, Thm. 3.2.2]) A C*-algebra A is MF if
and only if A is isomorphic to a subalgebra of ILM,,;)(C)/ ® M,,;(C)
for some sequence {n;}.

Proposition 9.2. (¢f. [BK1, Prop. 3.1.3]) Let C C B(H) be a
C*-algebra which is also a quasidiagonal set of operators and w : B(H) —
Q(H) denote the quotient map onto the Calkin algebra. Then w(C) is
MF.

Proof. By Theorem 5.2 we can find a block diagonal algebra B C B(H)
such that C+ K = B+ K. If P, < P, < P3 < ... are finite rank
projetions which commute with B and converge to 1g then there is a
canonical identification II;M,,(;(C) — B(H) = B(®:;enC"Y), where
n(i) = rank(P;) — rank(P;_1) (and P, = 0). Note that under this
identification we have IIM,,;)(C)NK = &M, ;)(C) and B C I1M,;(C).
Hence

7(C) 2 B/(BNK) = MM, ;(C)/ ® M, ;(C). Q.ED.

Evidently every MF algebra has such an extension by the compacts.

It follows that every QD C*-algebra is MF (cf. Theorem 3.11). The
converse is not true by Example 8.6.

The following simple result shows that MF algebras can also be
described as the class of C*-algebras arising as inductive limits of RFD
C*-algebras.

Proposition 9.3. A C*-algebra A is MF if and only if A is iso-
morphic to an inductive limit of RFD algebras.

Proof. That an inductive limit of MF algebras (e.g. RFD algebras) is
again MF is a bit out of the scope of this article. Please see [BK1, Cor.
3.4.4] for the proof. We will prove the converse however.

By pulling back the embedding A — IIM,,;)(C)/® My;)(C) we can
find an RFD algebra R with ideal I = @M, ,,(C) such that A = R/I.
Consider the finite dimensional ideals I, = ®% M, . (C). Evidently

(1)

R/I} is again an RFD algebra (being a direct summand of R) and hence
the natural inductive system

R— R/l - R/l > R/I3 — ---

consists of RFD algebras. Moreover, since I = Ul}, it is routine to verify

that A = R/I is isomorphic to the inductive limit of the above sequence.
Q.E.D.
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Remark 9.4. It follows that inductive limits of QD C*-algebras
need not be QD. To get such examples, we let A C B(H) be a C*-
algebra which is a quasidiagonal set of operators and such that the image,
B C Q(H), in the Calkin algebra is non-QD. (We mentioned in Example
8.6 that Wassermann has constructed such algebras.) By Propositions
9.2 and 9.8, B is an inductive limit of RFD algebras which is not QD.

In contrast to the previous remark, the next result shows that mild
assumptions will ensure the quasidiagonality of the limit.

Theorem 9.5. Let {A,,, Yn m }men be an inductive system of uni-
tal locally reflexive QD C*-algebras with limit A = lim A;. Then A 1is

QD.

Proof. To clarify our notation, we mean that for each n > m there is a
*-homomorphism ¢y, m : Ay — Ay, and we have the usual compatibility
condition that ¢, , © @m1 = ¢n,; Whenever I < m < n. We also let
®, : A, — A denote the induced *-homomorphism.

Unitizing the inductive system, if necessary, we may assume that all
the connecting maps are unit preserving. Now let ¥, : A,,, — 1IA; be
the *-monomorphism defined by

V(2) =00 ®0DTD Prms1,m(z) B+

and B = C*(U¥,,(An)) + ®A; C IIA;. Then it is easy to see that B
is QD, quasidiagonal relative to the ideal ®A; and A = B/(®A;). Thus
it suffices to see (by Proposition 8.3 and Remark 4.6) that the quotient
map B — B/(®A;) is locally liftable on a dense set. But this follows
from the fact that each A, is locally reflexive (cf. Theorem 2.13), the
maps ¥, are injective, the exact sequences 0 — (¥, (A4,) N GA;) —
V. (A,) — ®,(A,) — 0 and the fact that the union of the ®,(A,)’s is
dense in A. Q.E.D.

Remark 9.6. Blackadar and Kirchberg have shown that general-
ized inductive limits (where the connecting maps are completely posi-
tive contractions) of nuclear QD algebras are again QD (cf. [BK1, Cor.
5.8.5]).

Inductive limit decompositions have played a crucial role in (the
finite case of ) Elliott’s Classification Program. The next result of Black-
adar and Kirchberg may turn out to have important consequences in this
program. This theorem follows immediately from [BK1, Prop. 6.1.6] and
[BK2, Cor. 5.1].

Theorem 9.7. Let A be a unital simple nuclear QD C*-algebra.
Then A = UR; where R; C R;41 are nuclear RFD algebras.
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The remarkable point of this theorem is that the connecting maps
in the inductive system are all injective. Indeed, if one relaxes this
condition then we can easily get every nuclear QD C*-algebra.

Proposition 9.8. Let A be a nuclear C*-algebra. Then A is QD
if and only if A is isomorphic to an inductive limit of nuclear RFD
C*-algebras.

Proof. (<=) This follows from Theorem 9.5.
(=) This follows from the proof of Proposition 9.3 since extensions
of nuclear C*-algebras are nuclear. Q.E.D.

§10. Extensions

Since the Toeplitz algebra is an extension of the compacts by C(T), it
follows that extensions of QD algebras need not be QD. Indeed, as with
the quotient question, the general extension problem for QD algebras
appears to be very hard. As we will see, it is not even clear whether or
not a split extension of QD algebras should be QD.

We begin, however, with two simple positive results. The first states
that if the ideal is sufficiently quasidiagonal then the middle algebra
is always QD. The second states that if the extension is sufficiently
quasidiagonal then the middle algebra is always QD.

Proposition 10.1. Assume0— I - E 5 B — 0 is exact with I
an RFD algebra and B a QD algebra. Then E is QD.

Proof. Let ¢ : E — M(I) be the natural extension of the inclusion
I — M(I) (cf. [We, 2.2.14]). Then the map p @7 : FE — M(I)® B is
injective. But Proposition 8.9 states that M(I) is QD (even RFD) and
hence F is a QD C*-algebra. Q.E.D.

Note that the proof of Proposition 8.9 actually shows that M ([I) is
QD whenever I has a separating family of unital QD quotients. Hence
the proposition above remains true for ideals of the form I = R ®,in B
where R is RFD and B is unital and QD. Hence a natural question is
the following.

Question 10.2. Which (nonunital) C*-algebras have QD multi-
plier algebras?

Definition 10.3. Let 0 — I = E 5 B — 0 be a short exact
sequence of C*-algebras. Such a sequence is called a quasidiagonal ex-
tension if E is quasidiagonal relative to ¢(I) (cf. Definition 8.1).

Remark 10.4. [t is important to note that in general an extension
being quasidiagonal has nothing to do with whether or not the middle
algebra E is QD (see Example 8.2).
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Proposition 10.5. Let0 — [ = FE 5 B — 0 be a quasidiagonal
extension where both I and B are QD. Then E is QD.

Proof. To ease notation somewhat, we identify I with «(I) and let
{P,} C I be an approximate unit of projections which is quasicentral
in E. Now consider the contractive completely positive maps ¢,, : £ —
I® B, ¢,(z) = P,zP, ®7(x). Evidently these maps are asymptotically
multiplicative. So we may appeal to Corollary 4.5 and deduce that F is
QD as soon as we verify the following assertion:

Claim. If © € E then ||z|| = maz{ liminf, ||P,zP,], ||7(z)| }.

To prove the claim we pass to the double dual E**. Let P € I"* C
E** be the (weak) limit of the P,’s. Then P is central in E** and we
have a decomposition E** = [** @& B**. Hence (regarding F C E**)
for each z € E we have ||z|| = maz{ |PzP|, ||(1 — P)z(1 — P)| }.
But ||7(z)]| = ||(1 — P)z(1 — P)|| and ||PzP|| < liminf, ||P,zP,]| since
P,xP, — PzP in the strong operator topology. But this proves the
claim since the inequality ||z|| > maz{ liminf, ||P,zP,|, ||7(z)| } is
obvious. Q.E.D.

Remark 10.6. As mentioned previously, Propositions 10.1 and
10.5 can be regarded as saying that quasidiagonality is always preserved,
provided that either the ideal or the extension is sufficiently quasidiago-
nal. This is not true if only the quotient is highly QD (e.g. the Toeplitz
algebra). Instead a K-theoretic obstruction appears to govern in general.

We would now like to discuss the general question of when quasidi-
agonality is preserved in extensions. However, to illustrate the difficulty
of this problem we first pose two basic (open) questions.

Question 10.7. Let 0 — I - E 5 B — 0 be a split ezact
sequence (i.e. there exists a *-homomorphism p : B — FE such that

mop=r1idg) with I and B @QD. Is E necessarily QD?

Question 10.8. Let I and B be QD C*-algebras and ©# : B —
M(I ® K) be a *monomorphism such that n(B) N (I ® K) = {0}. Is
w(B) + 1 ® K necessarily QD?

Clearly an affirmative answer to Question 10.7 would imply an af-
firmative answer to Question 10.8. In fact the converse is true.

Lemma 10.9. Questions 10.7 and 10.8 are equivalent.

Proof. Assume Question 10.8 has an affirmative answer and let 0 —
I 5 E5S B — 0 be a split exact sequence and p : B — E be such
that o p = idg. Identify I with +(I). Let n: E — B(H) be a faithful
essential representation. Then from Theorem 3.11, n(I) + K is QD.
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Moreover, n(I) + K is an essential ideal in n(FE) 4+ K. So replacing I by
n(I) + K and E by n(F) + K we may further assume that I is essential
in E. But then 0 > I® K 5> E®K 5 B® K — 0 is still a split exact
sequence with I ® KC essential in £ ® K. Hence ¥ ® K may be regarded
as a subalgebra of M (I ® K) (cf. [We, 2.2.14]) and thus an affirmative
answer to Question 10.8 would imply that £ ® K is QD. Q.E.D.

In [BND] it is shown that Question 10.8 has an affirmative answer
under the additional hypothesis that either I or B is nuclear. Note,
however, that even in the case that I = C, Question 10.8 is not trivial
(an affirmative answer still depends on the full power of Voiculescu’s
Theorem; cf. Theorem 3.11). Hence it is not clear whether or not we .
should expect an affirmative answer to these questions in general.

If we restrict to the class of nuclear C*-algebras then some progress
can be made on the general extension problem. Blackadar and Kirch-
berg have asked whether or not every nuclear stably finite C*-algebra is
QD (cf. [BK1, Question 7.3.1]). Hence one may ask whether the exten-
sion problem can be solved for stably finite C*-algebras. J. Spielberg
has given a complete answer to this question in his work on the AF
embeddability of extensions of C*-algebras.

Proposition 10.10 (Sp, Lem. 1.5). Let0 — I — E — B — 0 be
an exact sequence with both I and B stably finite. If 0 : K1(B) — Ko(I)
denotes the boundary map of this sequence then E s stably finite if and
only if 3(K,(B))N K{ (I) = {0}, where K (I) is the canonical positive
cone of Ko(I). -

Though the proof is fairly straightforward, we will not prove this
result here as we do not wish to introduce the K-theory which is needed.

In light of the previous proposition and the question of whether
or not the notions of quasidiagonality and stable finiteness coincide in
the class of nuclear C*-algebras, the following question becomes quite
natural.

Question 10.11. Let0 — I — E — B — 0 be an exact sequence
with both I and B nuclear QD C*-algebras. Is it true that E is QD if
and only if O(K1(B)) N K (I) = {0} ?

If one approaches this problem via KK-theory then it is probably
necessary to further assume that B satisfies the Universal Coefficient
Theorem (UCT) of Rosenberg and Schochet (cf. [RS]). In [BND] it is
shown that this question is equivalent to some very natural questions
concerning the K-theory of nuclear QD C*-algebras. Moreover, it seems
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likely that an affirmative answer to the question above could have im-
portant consequences in the classification program (specifically to the
classification of Lin’s TAF algebras; [Lil,2}).

In [BND] we also give a partial solution to the question above. The
techniques used to prove the following result are similar to those from
[Sp|. (See also [ELP] for the case that the quotient is AF.)

Theorem 10.12 (BND). Let0 — I — E — B — 0 be an ezact
sequence with I QD and B nuclear, QD and satisfying the UCT. If
0: Ki(B) — Ko(I) is the zero map then E is QD

§11. Crossed Products

In this section we discuss when crossed products of QD C*-algebras
are again QD. This is not always the case since the (purely infinite)
Cuntz algebras are stably isomorphic to crossed products of AF algebras
by Z. The basic theory of crossed products by locally compact groups
can be found in [Pel, Chpt. 7]. (See also [Dav, Chpt. 8] for a nice
treatment of the discrete case.)

We begin with a corollary of an imprimitivity theorem of P. Green.
To state the result we will need to introduce some notation. So, let G
be a separable locally compact group and H C G be a closed subgroup.
Then G/ H (the space of left cosets) is a separable locally compact space.
There is a natural action vy of G on Cy(G/H) defined by ~,(f)(zH) =
f(¢g7'zH) for all zH € G/H and f € Cy(G/H). The crossed products
below are the full crossed products and all groups actions o : G —
Aut(A) are assumed to be suitably continuous (i.e. for each a € A the
map ¢ — ag(a) is continuous).

Theorem 11.1. (/Gr2, Cor. 2.8 |]) Let oo : G — Aut(A) be a
homomorphism from the separable locally compact group G. For each
closed subgroup H C G there is an isomorphism

A®CO(G/H) >4a®,ng (A ><]a|H H)®’C,

where KC denotes the compact operators on a separable (finite dimensional

if and only if G/H is finite) Hilbert space.

For the rest of this section we will only be dealing with amenable
groups (cf. [Pel, 7.3]) and hence we do not need to distinguish between
reduced and full crossed products (cf. [Pel, Thm. 7.7.7]).

Corollary 11.2. Let A be QD and o : G — Aut(A) be a homo-
morphism with G a separable compact group. Then A X, G s QD.
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Proof. Let H C G be the zero subgroup. The previous theorem then
asserts that A ® C(G) Xagy G =2 A® K. But A® K is QD and there
is a natural embedding A X, G — A ® C(G) Xagy G since G amenable
implies that the full and reduced crossed products are isomorphic (cf.
[Pel, 7.7.7 and 7.7.9]). Q.E.D.

For non-compact discrete groups the problem is considerably harder.
However, Rosenberg has shown that we must restrict to the class of
amenable groups.

Theorem 11.3 (Ros, Thm. Al). If G is discrete and C)(G) is
QD then G is amenable.

It is not known whether the converse of this theorem holds (cf.
[Vod4, 3.1]), but Fglner’s characterization of amenable groups in terms of
almost shift invariant finite subsets leads one to believe that the converse
should be true.

For actions of Z there are only two classes of C*-algebras where we
currently have complete information on the quasidiagonality of A X, Z;
when A is abelian or AF. Before stating the theorems we first give a
definition.

Definition 11.4. Let A be a C*-algebra. Then A is called AF
embeddable if there exists a *-monomorphism p : A — B where B is AF.

Of course AF embeddable C*-algebras are QD. However, it is a non-
trivial fact that the converse is not true. In fact, even RFD algebras need
not be AF embeddable. The best known example is the full group C*-
algebra C*(FF2). This is RFD but is not exact and hence cannot be embed
into any nuclear (in particular, AF) algebra (cf. [Was3]). However, for
crossed products of abelian or AF algebras by Z, quasidiagonality does
imply AF embeddability.

Theorem 11.5. ([Pi, Thm. 9]) Let ¢ : X — X be a homeomor-
phism of the compact metric space X and ® € Aut(C(X)) denote the
induced automorphism. Then the following are equivalent:

1. C(X) xg Z is AF embeddable,

2. C(X) xs Z is QD,

3. C(X) xg¢ Z is stably finite,

4. ‘p compresses no open sets.” (That is, if U C X 1is open and

o(U) C U then o(U)=1U.)

Theorem 11.6. (/BrN1, Thm. 0.2]) Let A be AF and o € Aut(A)
be given. Then the following are equivalent:

1. A Xy Z is AF embeddable,

2. AXqZ is QD,
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3. A Xy 7Z 1is stably finite,
4. ‘ay  Ko(A) — Ko(A) compresses no elements.” (That is, if
z € Ko(A) and a,(z) < x in the natural order then a.(x) = x.)

We have chosen to formulate the above results in a way that illus-
trates their similarities. In both cases the hard implications are 4 = 1.
Also in both cases it is not at all clear that the techniques in the proof
will be of much use in general. Before going beyond actions of Z we wish
to point out that there is no harm in assuming unital algebras.

Proposition 11.7. Let A be nonunital, o € Aut(A), A be the
unitization of A and & € Aut(A) the unique unital extension of a. Then
A Xo Z is QD if and only if A xg Z 1s QD.

Proof. Recall that we always have a split exact sequence
0—>A><1aZ—%f~l><15[Z—>C(T)—+O.

Thus the implication (<) is immediate and (=) follows from Theorem
10.12 since abelian algebras are nuclear, QD and satisfy the Universal
Coefficient Theorem (cf. [RS]). Q.E.D.

Another natural direction to consider would be to try crossed prod-
ucts of well behaved C*-algebras by more general groups. (We must
stay within the class of amenable groups, though, because of Rosen-
berg’s result; cf. Theorem 11.3) However, even for actions of Z? this is a
problem. Indeed the following question of Voiculescu remains open even
now — more than 15 years after Pimsner’s result for C(X) x¢ Z.

Question 11.8. (cf. [Vo4, 4.6]) When is C(X) xg Z? AF embed-
dable 7

For crossed products of certain simple AF algebras the question is
more manageable.

Theorem 11.9 (BrN2, Thm. 1). If A is UHF and o : Z"—Aut(A)
is a homomorphism then there always exists a *-monomorphism p : AX,
7™ — B where B is AF.

The proof of this result (and Theorem 11.6 above) depends in an
essential way on a technical notion known as the Rohlin property for
automorphisms. This notion has been used by Connes, Kishimoto,
Evans, Nakamura and others (with great success!) in classifying au-
tomorphisms of operator algebras. Moreover, Kishimoto has used these

2Some nice progress, in the case where X is a Cantor set, has recently
been made by Matui [Ma].
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ideas to prove that many crossed products of certain simple AT algebras
by automorphisms with the Rohlin property will again be AT (which is
much stronger than just saying they are QD). See, for example, [Kis1-4].

Remark 11.10. One nice consequence of Green’s theorem (The-
orem 11.1) is that understanding crossed products by Z™ gives results
about much more general groups. For erxample, if G is a finitely gener-
ated discrete abelian group then G = 7™ @ F where F is a finite (hence
compact) abelian group then by Green’s result we have an embedding
ANy G — (AXg). ZM) @ K. Writing a general discrete abelian group as
an inductive limit of finitely generated such groups one can then handle
crossed products by arbitrary discrete abelian groups. One can then pro-
ceed to take extensions by arbitrary separable compact groups and build

a very large class of groups for which it suffices to consider crossed prod-
ucts by Z"™. (See Def. 3.4 and the proof of Thm. 2 in [BrN2| for more
details).

§12. Relationship with Nuclearity

It was an open question for quite some time whether or not quasidi-
agonality implied nuclearity. In [Had2], Hadwin asked whether or not
every ‘strongly’ quasidiagonal (e.g. simple QD) C*-algebra was nuclear.
Then in [Po], Popa asked whether every simple unital QD C*-algebra
with ‘sufficiently many projections’ (e.g. real rank zero) was nuclear.
There was some evidence supporting a positive answer to these ques-
tions. The strongest was the following theorem of Popa.

Theorem 12.1 (Po, Thm. 1.2). Let A be a simple unital C*-algebra
with ‘sufficiently many projections’ (e.g. real rank zero). Then A is QD
if and only if for each finite set F C A and € > 0 there exists a (non-

zero) finite dimensional subalgebra B C A with unit P = 1 such that
lla, P)|| <€ for alla € F and PFP C® B (cf. Definition 4.4).

The necessity of the technical condition above is quite hard, how-
ever the sufficiency is easily seen. Indeed, if one assumes the technical
condition then we can find a sequence of finite dimensional subalgebras
B, C A with units P, such that ||[a, P,]|| — 0 and d(P,aP,,B) — 0
for all a € A. Now let ®,, : A — B,, be a conditional expectation and
consider the maps ¢, : A — B, defined by ¢, (a) = ®,(P,aP,). This
sequence of maps is evidently asymptotically multiplicative and hence
defines a *-homomorphism

A— 1B,/ & B,.
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Since A is unital this morphism is nonzero and since A is simple, this
morphism is injective. Hence the maps ¢, are also asymptotically iso-
metric which implies (by Theorem 4.2) that A is QD. (Note that the
hypothesis of a unit can’t be dropped here. Indeed, the stabilization
K ® A of any unital C*-algebra A satisfies the technical condition stated
above. Simply take B,, of the form C), ® 14 where C,, is almost orthog-
onal to a large part of K.)

The above result gave one hope of deducing nuclearity via the char-
acterization in terms of injective enveloping von Neumann algebras (cf.
[CE1]). However, it turns out that this is not possible as the following
result of Dadarlat shows.

Theorem 12.2 (Dad2, Prop. 9). There exists a unital, separable,
simple, QD C*-algebra with real rank zero, stable rank one and unique
tracial state which is not exact (and hence not nuclear).

The converse of the question we have been considering above is
also interesting and worth discussion. Namely, what sort of general
conditions on a C*-algebra imply quasidiagonality?

Example 12.3. A Cuntz algebra O,, (cf. [Cu]) is simple, separa-
ble, unital, nuclear, has real rank zero and is not QD (since it is purely
“infinite; cf. Proposition 3.19).

To get a finite non-QD example is a bit more delicate. Recall that
C}(G), where G is a discrete group, is always stably finite since it has a
faithful tracial state. Also recall that Rosenberg has shown that if the
reduced group C*-algebra of a discrete group is QD then the group must
be amenable (cf. Theorem 11.3).

Example 12.4. Let Fy denote the free group on two generators.
Then C)(Fq2) is simple, unital, separable, exact, has stable rank one
(cf. [DHR]) and a unique tracial state but is not QD since Fy is not
amenable.

To get an example with the added property of real rank zero one
can simply consider C*(Fy) @ U, where U is some UHF algebra (cf. [Ror,
Thm. 7.2]).

It is also interesting to note that there are no known examples of
finite nuclear non-QD C*-algebras. (Recall that C}(F5) is only exact.)
In fact, as noted in Section 10, Blackadar and Kirchberg have formulated
the following question.

Question 12.5 (BK1, Question 7.3.1). If A is nuclear and stably
finite then must A necessarily be QD?
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This question is of particular interest in Elliott’s classification pro-
gram (cf. [Ell]). Indeed, if this question turns out to have an affirmative
answer then classifying simple unital nuclear finite C*-algebras may be
equivalent to classifying simple unital nuclear QD C*-algebras. (One
would still have to resolve the important open question of whether every
simple finite algebra is stably finite - which is equivalent to the open
question of whether every simple infinite C*-algebra, is purely infinite.?)
The point is that for simple QD algebras (with enough projections) one
has the structure theorem of Popa to work with. In fact, Lin has intro-
duced a class of C*-algebras (the so-called TAF algebras; [Lil]) whose
definition is inspired by - and looks very similar to - Popa’s structure
theorem. Moreover, there are classification results for some of these
TAF algebras (cf. [Li2,4], [DE1]) and it is not unreasonable to think
that someday the general QD case can be handled in ways similar to the
current strategies being applied to the TAF case.

§13. More Advanced Topics

In our final section we will present some miscellaneous results which
don’t quite fit into any of the previous sections. The first is a very
important result of Voiculescu which shows that quasidiagonality is a
homotopy invariant. Recall that two C*-algebras A and B are called
homotopic if there exist *-homomorphisms ¢ : A —- Band ¢y : B — A
such that ¢ o % is homotopic to idg and ¥ o ¢ is homotopic to id 4 (cf.
[B12], [We]).

Theorem 13.1. Let A and B be homotopic C*-algebras. Then A
is QD if and only if B is QD.

Voiculescu actually proved a more general result (cf. [Vo3, Thm.
5]). In [D&d1, Thm. 1.1] D&darlat generalized this to show that qua-
sidiagonality is even an invariant of the weaker notion of ‘asymptotic
completely positive homotopy equivalence’. As mentioned previously,
this result implies that the cone over any C*-algebra is QD since cones
are homotopic to {0}.

Free products of C*-algebras were introduced in [Av] and indepen-
dently in [Vo5]. (See also [VDN].) Reduced free products are rarely
QD. The standard example of a reduced free product is C*(F2) =
C*(Z) x C*(Z), where the reduced free product is taken with respect

3Rgrdam has recently answered this question — there exist simple, nuclear
algebras which are infinite (resp. finite) but not purely infinite (resp. stably
finite — hence not QD) [Rgr2]. 3
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to Haar measure on the circle. The next result of F. Boca is in stark
contrast. (See also [ExLo] where the class of RFD algebras is shown to
be closed under full free products.)

Theorem 13.2 (Bo, Prop. 13). If A and B are unital QD C*-
algebras, then the full free product (amalgamating over the units) Ax B
s also QD.

We next point out the connection between quasidiagonality and the
notions of projectivity and semiprojectivity. These notions are studied
at length in [Lo].

Definition 13.3. Let A be a C*-algebra. Then A is called pro-
jective if for every C*-algebra B, closed 2-sided ideal I C B and *-
homomorphism ¢ : A — B/I there exists a lifting *-homomorphism
¥ : A— B. Ais called semiprojective if for every C*-algebra B, closed
2-sided ideal I C B such that I = U,I, for ideals I; C I, C ...
and *-homomorphism ¢ : A — B/I there exists an n and a lifting
*-homomorphism ¢ : A — B/I, (that is, a lifting for the canonical
quotient map B/I, — B/I).

The projective case in our next result is well known. The semipro-
jective case was pointed out by B. Blackadar, though his proof was
different.

Proposition 13.4. If A is projective then A is RFD. If A is MF
and semiprojective then A is RFD.

Proof. First assume that A is projective. By Corollary 5.3 A is a quotient
of an RFD algebra. But then the definition of projectivity implies that
A embeds into an RFD algebra and hence is itself RFD.

Now assume that A is semiprojective and MF. By the proof of
Proposition 9.3 we can find an RFD algebra R with finite dimensional
ideals I,, C I,,4+1 such that A = R/I where I = UpnI,. The definition of
semiprojectivity then provides an embedding A — R/I, C R for some
n. Q.E.D.

We now discuss a beautiful connection between quasidiagonality and
the question of whether or not ‘Ext is a group’. (See also the discussion
in [Vo4].) Here we mean the classical BDF Ext semigroups. Recall that
if A is nuclear then the Choi-Effros lifting theorem implies that Ezt(A)
is a group. (See [Ar]| for a very nice treatment of this theory.) But
it is known that there exist C*-algebras A for which Ezt(A) is not a
group (cf. [An], [Wasl,2], [Kirl]). For example, Kirchberg has shown
that if A is the unitization of the cone over C}(F3) then Ext(A) is not a
group. However, it has been a long standing open problem to determine
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whether or not Exzt(C(F3)) is a group. It is believed that Fxt(C}: (F3))
is not a group and we now outline one approach to proving this.

We described the class of MF algebras in Section 9. Recall that
these algebras can be characterized as those which appedr as the image
in the Calkin algebra of a quasidiagonal set of operators in B(H) (cf.
Proposition 9.2).

Corollary 13.5. Let A be MF and assume Ext(A) is a group.
Then A 1s QD.

Proof. If Ext(A) is a group then every *-monomorphism ¢ : A —
B(H)/K has a completely positive lifting (cf. [Ar, pg. 353}). But then
from Propositions 8.3 we see that A must be QD. Q.E.D.

It follows then that every nuclear MF algebra is QD. Recall, though,
that there exist non-QD MF algebras. But it is not known whether
Wassermann’s examples are exact. The following question remains open.

Question 13.6. Do there exist exact non-QD MF algebras? In
particular, is C*(Fy) MF#

Kirchberg has also proved some remarkable results connecting quasi-
diagonality, Ext and various lifting properties of C*-algebras (see [Kirl]).
Finally, we wish to point out a connection with one of the most im-
portant questions in C*-algebras. Namely, whether or not the Universal
Coeflicient Theorem (UCT) holds for all nuclear separable C*-algebras
(cf. [RS]). We will not formulate this question precisely as it is well out
of the scope of these notes. However, the experts will have no problem
following our argument. The main ingredient is the following ‘two out
of three principle’ for the UCT.

Theorem 13.7. (c¢f. [RS, Prop. 2.3 and Thm. 4.1]) Let 0 — I —
E — B — 0 be a short exact sequence with E nuclear and separable.
If any two of {I, E, B} satisfy the UCT then so does the third. In
particular, if I and E satisfy the UCT then so does B.

Our final result has been noticed by several experts.

Corollary 13.8. If the UCT holds for all separable nuclear RFD
algebras then the UCT holds for all separable nuclear C*-algebras.

Proof. By the two out of three principle, it suffices to show that every
separable nuclear C*-algebra is a quotient of a separable nuclear RFD
algebra. But this is contained in Corollary 5.3 Q.E.D.

“We have been informed that Haagerup and Thorbjgrnsen have now re-
solved this question affirmatively and hence Ext(C (F2)) is not a group.
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§14. Further Reading

Below are references to some of the topics around quasidiagonality
which are only briefly discussed (or not discussed at all) in these notes.

AF embeddability. [BrN1,2], [Dad4,5], [Ka], [Li3], [Ma], [Oz], [Pi], [PV2],
[Rer3], [Sp|, [Vo2].

Ezt and KK-theory. [BrL2], [DE2|, [DHS], [Kirl], [PV1], [Sal,2], [Sc1,2],
[Wal,2].

Classification. [DE1], [Ell], [Li2,4] and their bibliographies.
MF, (strong) NF, and inner quasidiagonal algebras. [BK1,2], [KW].
General. [Had2], [Th], [Vo4].

§15. Appendix: Nonseparable QD C*-algebras

In this appendix we treat the case of nonseparable C*-algebras.
Hence we no longer require the Hilbert spaces in this section to be sep-
arable either. The results of this section (in particular Corollary 15.7)
are necessary for the general case of Voiculescu’s characterization of QD
C*-algebras. Though we have seen some of these results stated in the
literature, we have been unable to find any proofs and hence complete
proofs will be given.

Definition 15.1. A subset Q C B(H) is a called a quasidiagonal
set of operators if for each finite set w C (2, finite set x C H and € > 0
there exists a finite rank projection P € B(H) such that ||[T, P]|| < ¢
and ||P(z) —z|| <eforall T € w and x € .

It is still easy to see that a set 2 C B(H) is a quasidiagonal set of
operators if and only if the C*-algebra generated by Q, C*(Q) C B(H),
is a quasidiagonal set of operators.

We may finally give the general definition of a quasidiagonal C*-
algebra.

Definition 15.2. Let A be a C*-algebra. Then A is called qua-
sidiagonal (QD) if there exists a faithful representation 7 : A — B(H)
such that w(A) is a quasidiagonal set of operators.

There is one subtle point that needs resolved here. Namely we must
show that the previous definition is equivalent to Definition 3.8 in the
case that A is a separable C*-algebra.

Lemma 15.3. Let A be a separable C*-algebra and assume that
there exists a faithful representation w: A — B(H) such that w(A) is a
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quasidiagonal set of operators. Then there exists a faithful representation
p: A — B(K) such that K is a separable Hilbert space and p(A) is a
quasidiagonal set of operators.

Proof. Let m : A — B(H) be a faithful representation such that 7(A)
is a quasidiagonal set of operators. We will show that there exists a
separable subspace K C H which is mw(A)-invariant and such that the
restriction representation p = g = Pgw(-)Pgx : A — B(K) (cf. Defi-
nition 3.9) is faithful and has the property that p(A) is a quasidiagonal
set of operators.

The idea is to construct an increasing sequence of separable 7m(A)-
invariant subspaces K; C Ko C Ks... and finite rank projections Q,
such that Qn(H) C Knt1, ||[@Qn,7(a)]|| — 0 for all a € A and ||Q,(€) —
¢|| — 0 for all ¢ € UK;. If we further arrange that the restriction of 7(A)
to K, is faithful then it is clear that K = UK; is the desired subspace.

We begin by choosing a sequence {a;} C A which is dense in the
unit ball of A. For each n € N we then choose a sequence of unit vectors
{gﬁ")}ieN C H such that ||W(ai)§£n)]| > |la;|| —1/2™. Let K1 C H be the
closure of the span of {fz(n)}i,neN and let K, be the closure of m(A)K;.
Then it is clear that K, is separable, w(A)-invariant and the restriction
of m(A) to K is faithful (since it is isometric on {a;}).

One then constructs the desired fQ and @); recursively as follows.

Let {hl(.l) } be an orthonormal basis for K. Choose a finite rank pro-
jection Q; € B(H) such that ||[Q1,m(a1)]|| < 1/2 and Q,(h{V) = A{V.
Recall from the proof of Proposition 3.4 that we can always arrange the
stronger condition Ql(hgl)) = hgl).

Next let Xy = span{Q;(H), K1}, K5 be the losure of 7(A)X, and
let {h§2)} be an orthonormal basis for K. Now choose a finite rank
projection Q2 € B(H) such that ||[Q2,m(a;)]|| < 1/(22) for i = 1,2,
Qz(hgj)) = hgj) for 7,7 = 1,2 and Q; < Q- (this is arranged by requiring
that Q2(h) = h for a (finite) basis of Q1(H)).

Next let X3 = span{Qs(H), K>}, K3 be the closure of m(A)Xs
and let {hg‘g)} be an orthonormal basis for K3, etc. Proceeding in this
way we get an increasing sequence of separable 7( A)-invariant subspaces

K, ¢ Ky C K5... with orthonormal bases {hgn)}ieN and finite rank
projections (), < ()41 such that Qn(hgj)) =19 for ,7=1,...,n and

Qn.(H) C Kni1, |[@n,m(a)]]] — O for all a € A. Evidently this proves
the lemma. Q.E.D.
Hence we see that Definitions 3.8 and 14.2 are equivalent for sep-

arable C*-algebras. Indeed, it clear that if A is separable and satisfies
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Definition 3.8 then A also satisfies Definition 14.2. On the other hand, if
A is separable and satisfies Definition 14.2 then by the previous lemma
we can find a representation of A on a separable Hilbert space which

gives a quasidiagonal set of operators and hence A satisfies Definition
3.8 as well.
We will need the following elementary, but technical, lemma.

Lemma 15.4. Let m : A — B(H) be a faithful representation
where A is separable (but H is not). Then there exists a separable w(A)-
invariant subspace K C H with the property that 7 : A — B(K) is
faithful, Tk (a) is a finite rank operator if and only if w(a) is a finite
rank operator and in this case dim(mw(a)H) = dim(mk(a)K).

Proof. The idea is to find a sequence of w(A)-invariant separable sub-
spaces, H;, with the following properties:

1. The restriction of w(A) to H; is faithful.

2. If a € Ais such that 7(a) is a finite rank operator then 7(a)H C

Hy i
3. Ho, L (HHoH®...® Hpp_1)
4. If PIjIm’n'(a)Pgm = 0 then

(1= Pge o, ,)7@)1 - Pge eq, ,)=0
for all a € A, where for any subspace L C H, Pr denotes the
orthogonal projection onto L.

Having the subspaces {H;} we define
K=o H CcH

and note that 7x : A — B(K) is faithful (since this was already arranged
on H;). Moreover, condition 2 ensures that if m(a) is a finite rank
operator then dim(w(a)H) = dim(7nk (a)K). Finally, note that if 7x (a)
is a finite rank operator then there exists some integer m € N such that
Tm(a) = Pg m(a)Pg = 0. Hence

@) = F1(a)® - ®Fmo1(a)

®(1—-P

oo, )01 - Pge o, )

= ma)® - DTm-1(a)®0

= 7mk(a),

by condition 4 above. Hence 7(a) is also a finite rank operator and
clearly dim(w(a) H) = dim(nk(a)K). So we now show how to construct

subspaces H; as above.
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Begin by letting F(A) = {a € A : dim(w(a)H) < oo} and choosing a
countable dense subset {a;}ien C F(A). For each i € Nlet L; = w(a;)H
and define H; to be the closure of

span{ U w(A)L;}.

By throwing in a countable number of vectors (as in the proof of Lemma
15.3) we can replace H; with a larger 7(A)-invariant subspace H; such
that the restriction of m(A) to H; is also faithful. We claim that this H;
also satisfies condition 2 above. Indeed, if a € F(A) then we can find a
subsequence a;, — a. But since m(a;,)H C H; and m(ai;) — m(a) it is
clear that w(a)H C H 1 as well. Hence we have constructed H 1 with the
desired properties.

Assume now that we have constructed H 1yeo- ,ﬁm_l with the de-
sired properties. To get H,, we simply consider the separable C*-algebra
C=(1- Pﬁl@...@HmAI)W(A)(l - Pﬁl@...@ﬁm,l)-

By the proof of Lemma 15.3 we can find a separable C-invariant subspace

H, C (1 = Py o em,._,)H such that the restriction of C to H,, is

faithful. Evidently H,, is also 7(A) invariant, perpendicular to H,@®H,®
...® H,,_; and condition 4 above is nothing more than the statement
that the map C' — Py CPg is faithful. Q.E.D.

As in section 3 we want to resolve the technical issue of nondegen-
eracy of representations.

Lemma 15.5. Let A be a C*-algebra and 7 : A — B(H) be a
faithful representation. Let L C H be the nondegeneracy subspace of
w(A) and 7y, : A — B(L) denote the restriction. Then w(A) is a qua-
sidiagonal set of operators if and only if w(A) is a quasidiagonal set of
operators.

Proof. The implication (<) is proved exactly as in Lemma 3.10. Also,
if A is unital, the implication (=) is the same and so we only have to
show (=) in the case that A is nonunital.

So assume that A is nonunital and 7(A) is a quasidiagonal set of
operators. Note that we cannot apply Voiculescu’s Theorem in this
setting since the dimensions of H and L may be different. To resolve
this problem we first note that since quasidiagonality is defined via finite
sets it suffices to show that 7z (B) is a quasidiagonal set of operators for
every separable C*-subalgebra B C A.



On quasidiagonal C*-algebras 59

Given a finite set of vectors xy C L, by Lemma 15.4, we can find a
separable subspace K C L with the property that x C K, K is 7y (A)-
invariant, the restriction to K is faithful, 7 (a) is finite rank if and only
if mx(a) is finite rank and in this case rank(wr(a)) = rank(rk(a)).
As in the proof of Lemma 15.3 we can now enlarge K to a separable
m(A)-invariant subspace K C H (we do not have K C L, of course)
such that 73 (A) is a quasidiagonal set of operators. Since we have been
careful about separability and preservation of rank it now follows from
Voiculescu’s theorem (version 2.6) that mz and mg are approximately
unitarily equivalent and hence 7x (A) is a quasidiagonal set of operators.

Q.E.D.

Theorem 15.6. Let m : A — B(H) be a faithful essential (cf.
Definition 2.8) representation. Then A is QD if and only if 7(A) is a
quasidiagonal set of operators.

Proof. Clearly we only have to prove the necessity. As in the proof of
the previous lemma, it suffices to show that m(B) is a quasidiagonal set
of operators for every separable subalgebra B C A.

Let x C H be an arbitrary finite set and use Lemma 15.4 to con-
struct a separable 7(B)-invariant subspace K C H such that yx C K
and the restriction to K is both faithful and essential. The remainder
of the proof is now similar to that of Theorem 3.11. Q.E.D.

The next corollary shows that with care, one can usually just treat
the separable case when dealing with quasidiagonality.

Corollary 15.7. A is QD if and only if all of it’s finitely generated
subalgebras are QD.

Proof. The necessity is obvious from the definition. So assume all finitely
generated subalgebras of A are QD and let 7 : A — B(H) be a faithful
essential representation. Then for each finitely generated subalgebra
B C A the restriction 7| is a faithful essential representation and hence
(by Theorem 15.6) 7(B) is a quasidiagonal set of operators. It then
follows that m(A) is a quasidiagonal set of operators. Q.E.D.

Finally we observe the nonseparable version of Theorem 4.2.

Corollary 15.8 (Voiculescu). Let A be a C*-algebra. Then A is
QD if and only if A satisfies ().

Proof. As in the proof of Theorem 4.2, we may assume that A is unital.
From Arveson’s Extension Theorem it follows that A satisfies (x) if and
only if every separable unital subalgebra of A satisfies (x). Similarly,
from Corollary 15.7 it follows that A is QD if and only if every separable
unital subalgebra of A is QD. Hence this corollary follows from the
separable case. Q.E.D.
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Abstract.

Let 0 - I — E — B — 0 be a short exact sequence of C*-
algebras where E is separable, I is quasidiagonal (QD) and B is
nuclear, QD and satisfies the UCT. It is shown that if the boundary
map 0 : K;(B) — Ko(I) vanishes then E must be QD also.

A Hahn-Banach type property for Ko of QD C™-algebras is
also formulated. It is shown that every nuclear QD C*-algebra has
this Ko-Hahn-Banach property if and only if the boundary map
9 : K1(B) — Ko(I) (from above) always completely determines when
FE is QD in the nuclear case.

§1. Introduction

Quasidiagonal (QD) C*-algebras are those which enjoy a certain fi-
nite dimensional approximation property. (See [Vo2], [Br3] for surveys of
the theory of QD C*-algebras.) While these finite dimensional approxi-
mations have certainly lead to a better understanding of the structure of
QD C*-algebras, there are a number of very basic open questions. For
example, assume that 0 — I — F 5 B — 0 is a split exact sequence
(i.e. there exists a *-homomorphism ¢ : B — E such that 7o ¢ = idp)
where both I and B are QD. It is not known whether E must be QD
(and, in fact, it is not even clear what to expect).

In this paper we study the extension problem for QD C*-algebras
and it’s relation to some natural questions concerning K-theory of QD
C*-algebras. Our techniques rely heavily on Kasparov’s theory of ex-
tensions and thus we will always need some nuclearity assumptions.

For example, adapting techniques found in [Sp] we will show (Theo-
rem 3.4) that if 0 - I — F — B — 0is short exact where F is separable,

Partially supported by an NSF grant.
2000 Mathematics Subject Classification. Primary 46L05; Secondary
46L80.



66 N. P. Brown and M. Dadarlat

I is QD, B is nuclear, QD and satisfies the Universal Coefficient Theorem
(UCT) and the boundary map 8 : K1(B) — Ky(I) vanishes then F must
be QD also. It follows that if K;(B) = 0 then E is always QD, which
generalizes work of Eilers, Loring and Pedersen ([ELP]). As another
application we observe that in the case that I is the compact operators
our result implies that E is QD if and only if the (class of the) extension
is in the kernel of the natural map Fzt(B) — Hom(K,(B),Z), where
Ext(B) denotes the classical BDF group (recall that we are assuming B
is nuclear and hence Ezt(B) is a group). Also, we verify a conjecture
of [BK], stating that an asymptotically split extension of NF algebras is
NF, under the additional assumption that the quotient algebra satisfies
the UCT of [RS].

We then study the general extension problem. Now let 0 — I —
E — B — 0 be exact where F is separable and nuclear, I is QD and B
is QD and satisfies the UCT. Based on previous work of Spielberg ([Sp])
it is reasonable to expect that in this case E will be QD if and only
if 9(K1(B)) N K¢ (I) = {0}, where K (I) = {0} denotes the positive
cone of Ky(I). Though we are unable to resolve this question we do
show that it is equivalent to some other natural questions concerning
the K-theory of QD C*-algebras and that in order to solve the general
extension problem it suffices to prove the special case that B = C(T)
(see Theorem 4.11).

The first equivalent K-theory question is: If A is nuclear, separable
and QD and G C Ky(A) is a subgroup such that G N K (A) = 0 then
can one always find an embedding p : A — C where C is QD and
p«(G) = 07 The condition GN K7 (A) = 0 is easily seen to be necessary
and hence the question is whether or not it is sufficient. The second
K-theory question asks whether every nuclear QD C*-algebra satisfies
what we call the K-Hahn-Banach property (see Definition 4.7). Roughly
speaking this Kp-Hahn-Banach property states that if x € Kq(A) and
+x ¢ Kg (A) then one can always find finite dimensional approximate
morphisms (i.e. “functionals”) which separate = from KJ (A). (Due
to possible perforation in Ky(A) this statement is not quite correct,
but it conveys the main idea.) Determining whether every nuclear QD
algebra satisfies the Ky-Hahn-Banach property is of independent interest
as our inability to understand how well finite dimensional approximate
morphisms read K-theory has been a major obstacle in the classification
program.

In section 2 we review the necessary theory of extensions and prove
a few simple results needed later. In section 3 we handle the case when
0 : Ki(B) — Ky(I) vanishes. In section 4 we turn to the general
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extension problem and show equivalence with the K-theory questions
described above.

The present work is related to work of Salinas [Sal], [Sa2] and
Schochet [Sch]. Those authors study the quasidiagonality of extensions
0—1— FE — B — 0 (i.e. the question of whether or not I contains
an approximate unit of projections which is quasicentral in E) whereas
we study the QD of the C*-algebra E. The two questions are different
even if [ is the compact operators. Indeed, while the quasidiagonality of
0 — K — FE — B — 0doesimply the QD of F, the converse implication
is false (see Section 3).

§2. Preliminaries and Trivial Extensions.

Most of this section is devoted to reviewing definitions, introduc-
ing notation and recalling some standard facts about extensions of C*-
algebras. However, at the end we prove a few simple facts which will be
needed later. The main result states that quasidiagonality is preserved
in split extensions provided that either the ideal or the quotient is a
nuclear C*-algebra (see Proposition 2.5).

For a comprehensive introduction to the aspects of extension theory
which we will need we recommend looking at [Bl, Section 15|. For any
C*-algebra I we will let M(I) be it’s multiplier algebra and Q(I) =
M(I)/I be it’s corona algebra. Let m : M(I) — Q(I) be the quotient
map.

If F is any C*-algebra containing I as an ideal and B = E//I then
there exists a unique *-homomorphism p : £ — M (I) such that p(I) =1
and hence an induced *-homomorphism v : B — Q([). The map 7 is
injective if and only if p is in injective if and only if I sits as an essential
ideal in E. Conversely, given a C*-algebra B and a *-homomorphism
v : B — Q(I) we can construct the pullback which, by definition, is the
C*-algebra

E(y)={zobe M(I)® B :7(zx)=~(b)}.

This gives a short exact sequence 0 — I — F(y) — B — 0. Moreover,
if B = E/I with induced map v : B — Q(I) then there is an induced
*_isomorphism ® : E — E(y) with commutativity in the diagram

0 1 E B 0

|-l |

0 I E(y) B 0.
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Hence there is a one to one correspondence between extensions of I by
B and *-homomorphisms v : B — Q(I). As is standard, we will refer
to a *~homomorphism v : B — Q(I) as a Busby invariant and freely use
the above correspondence between Busby invariants and extensions.

When [ is stable (i.e. I =2 K®I, where K denotes the compact oper-
ators on a separable infinite dimensional Hilbert space) there is a natural
way of adding two extensions which we now describe. Any isomorphism
M5(C) ® K = K induces an isomorphism Mp(C) @ K@ I X K Q [
which then gives isomorphisms M>(C) @ M(K® I) 2 M(K ® I) and
My(C)Q(K®I) = Q(K®I). Thus if we are given two Busby invari-
ants v1, v2 : B — Q(K®1I) we can define a new Busby invariant v, &,
by

mew® = (" G ) MmOsaran e

Of course the Busby invariant vy; @ 2 constructed in this way will
depend on the particular isomorphism M>(C) ® K =2 K. To remedy this
we say that two Busby invariants 7y, o are strongly equivalent if there
exists a unitary u € M(I) such that Adr(u)(y1(b)) = m(u)y1 (b)w(u*) =
v2(b), for all b € B, where m# : M(I) — Q(I) is the quotient map.
Note that if v; and 7, are strongly equivalent then E(v;) and E(y2)
are isomorphic C*-algebras. Indeed, the map E(v;) — E(y2), ® b —
uzu® @ b is easily seen to be an isomorphism. Since any isomorphism
M5(C) ® K = K is implemented by a unitary we see that v; @ v is
unique up to strong equivalence. In particular, the isomorphism class of
the C*-algebra F(vy, @2) does not depend on the choice of isomorphism
M)(C)o K =K.

A Busby invariant 7 is called trivial if it lifts to a *-homomorphism
¢:B— M(I) (i.e. mop =+). A Busby invariant v: B - Q(K ® I) is
called absorbing if v @ 7 is strongly equivalent to v for every trivial 7.
Note that if v is absorbing then so is 4 & v for any 4. In particular if
~ is absorbing then = is injective. Note also that if 7y and 75 are both
trivial and absorbing then 71, 71 & 72 and 79 are all strongly equivalent.
Thus we get the following fact.

Lemma 2.1. If7, o : B — QK ®I) are both trivial and ab-
sorbing then E(1) = E(12).

Another simple fact we will need is the following.

Lemma 2.2. If~v, 7: B — Q(K® I) are Busby invariants with
T trivial then there is a natural embedding E(vy) — E(y® 7).
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Proof. Let ¢ : B — M(I) be a lifting of 7. Define a map E(vy) —

E(vy& ) by
T 0
Tdb— P b.
( 0 (b) )
Evidently this map is an injective *-homomorphism. O

The following generalization of Voiculescu’s Theorem, which is due
to Kasparov, will be crucial in what follows.

Theorem 2.3. ([Bl, Thm. 15.12.4]) Assume that B is separable,
I is o-unital and either B or I is nuclear. Let p : B — B(H) be a
faithful representation such that H is separable, p(B)NK(H) = {0} and
the orthogonal complement of the nondegeneracy subspace of p(B) (i.e.
H © p(B)H ) is infinite dimensional. Regarding B(H) = B(H)® 1 C
M(K ®I) as scalar operators we get a short exact sequence

0-K®I—-pB)®1+K®I— B —0.

If 7 denotes the induced Busby invariant then T is both trivial and ab-
sorbing.

We define an equivalence relation on the set of Bubsy invariants
B — Q(K ® I) by saying ~ is related to 7 if there exist trivial Busby
invariants 7,7 such that v @ 7 is strongly equivalent to ¥ & 7. Taking
the quotient by this relation yields the semigroup Fxt(B,K ® I). The
image of amap v: B — Q(K®I) in Ext(B,K®I) is denoted [v]. Note
that all trivial Busby invariants give rise to the same class denoted by
0 € Ext(B,K ® I) and this class is a neutral element (i.e. identity) for
the semigroup. Note also that if [y] = 0 € Ext(B,K ® I) then it does
not follow that ~ is trivial. However, it does follow that if 7 is a trivial
absorbing Busby invariant then so is v & 7.

We are almost ready to prove the main result of this section. We
just need one more definition.

Definition 2.4. If0 — I — E — B — 0 is an exact sequence
with Busby invariant ~ then we let v° : K® B — Q(K ® I) denote
the stabilization of ~v. That is, v° is the Busby invariant of the exact
sequence 0 = K@ - KQF —-K® B — 0.

Note that there is always an embedding F = FE(vy) — E(v*).

Proposition 2.5. Let0 — I — E — B — 0 be exact with Busby
invariant . If both I and B are QD, B is separable, I is o-unital, either
I or B is nuclear and [v*] =0 € Ext(K ® B,K ® I) then E is also QD.
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Proof. Since quasidiagonality passes to subalgebras, it suffices to show
that if 7 : C®B — Q(K®1I) is a trivial absorbing Busby invariant (which
exists by Theorem 2.3) then E(7) is QD. Indeed, by Lemmas 2.1, 2.2
and the definition of Ext(K ® B,K & I) we have the inclusions

E < E(v*) = E(y' ®7) = B(r).

To prove that E(7) is QD we may assume (again by Lemma 2.1)
that 7 arises from the particular extension described in Theorem 2.3.
However for that extension it is easy to see that F(7) — (p(B)+K) ®1,
where T is the unitization of I. But since p(B) N K = {0} it follows that
p(B) + K is QD ([Br3, Thm. 3.11]). Hence (p(B) +K) ® I is also QD as
a minimal tensor product QD C*-algebras ([Br3, Prop. 7.5] ). O

Note that the above proposition covers the case of split extensions
(i.e. when ~ is trivial).

§3. When 0: K,(B) — Ky(I) is zero.

The main result of this section (Theorem 3.4) states that if the
boundary map 0 : K;(B) — Kg(I) coming from an exact sequence
0 —1— E— B — 0is zero then FE will be QD whenever [ is QD and
B is nuclear, QD and satisfies the Universal Coefficient Theorem (UCT)
of Rosenberg and Schochet ([RS]). The main ideas in the proof are
inspired by work of Spielberg ([Sp]). We also discuss a few consequences
of our result, including generalization of work of Eilers-Loring-Pedersen
([ELP]) and a partial solution to a conjecture of Blackadar and Kirchberg
[BK].

Definition 3.1. An embedding I — J is called approzimately
unital if it takes an approximate unit of I to an approximate unit of J.

In this case there is a natural inclusion M (I) < M (J) which induces
an inclusion Q(I) — Q(J) [Pe, 3.12.12]. Hence for any Busby invariant
v : B — Q(I) there is an induced Busby invariant n : B — Q(J) with
commutativity in the diagram

0 I E(7) B 0
l l |
0 J E(n) B 0.

Moreover, the two vertical maps on the left are injective.
There are two ways of producing approximately unital embeddings
which we will need. The first is I — I ® A, for some unital C*-algebra
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A. If {ey\} is an approximate unit of I then, of course, ey ® 14 will be
an approximate unit of I ® A. The other is to start with an arbitrary
embedding I — J’ and define J to be the hereditary subalgebra in
J' generated by I. That is, define J to be the closure of UyeyJ'ey.
One easily checks that J is then a hereditary subalgebra of J' and the
embedding [ — J is approximately unital.

In the theory of separable QD C*-algebras there are some nonsep-
arable algebras which play a key role. The first is the direct product
I1; M,,, (C) for some sequence of integers {n;}. This algebra is the multi-
plier algebra of the direct sum @;M,,(C). If H is any separable Hilbert
space then we can always find a decomposition H = @,C™ and then
we have natural inclusions &;M,,(C) — K(H), I;M,,(C) — B(H)
and Q(®;M,,(C)) — Q(K(H)). Another algebra which we will need is
IL;M,,(C) + K(H).

Lemma 3.2. LetJ C II; M,,,(C)+K(H) be a hereditary subalgebra
containing K(H). Then K;(J) =0.

Proof. Letting 7 : B(H) — Q(H) be the quotient map we have that
7(J) is a hereditary subalgebra of Q(®;My,(C)) (use the fact that if
0 <ae€ Jbe Qd;M,(C)) and 0 < b < 7(a) then there exists
0 <c¢e€ll;M,, (C)+ K(H) such that ¢ < a and w(c) = b; [Da, Cor.
IX.4.5]. Also, the exact sequence 0 — K(H) — J — w(J) — 0 is
a quasidiagonal extension (i.e. K(H) contains an approximate unit of
projections which is quasicentral in J). Hence [BD, Thm. 8], states that
we have a short exact sequence

0— K1(K(H)) — K1(J) = Ki(w(J)) — 0.

Thus it suffices to show that K;(X) = 0 for any hereditary subalgebra
But if X C Q(®:;M,,(C)) is a hereditary subalgebra then we can
find a quasidiagonal extension

0— &M, (C)—Y — X —0,

where Y C II;M,,, (C) is a hereditary subalgebra. Applying [BD, Thm.
8] again it suffices to show that every hereditary subalgebra of I1; M,,, (C)
has trivial K;-group.

But, if Y C II;M,,(C) is a hereditary o-unital subalgebra then Y
has an increasing approximate unit consisting of projections, say {e,}

([BP]). Hence
K1 (Y) = 11II1K1 (enHiMm ((C)en),



72 N. P. Brown and M. Dadarlat

since Y = lime,II;M,,(C)e, (by heredity). But, for each n, it is clear
that e,Il; M,,(C)e, is isomorphic to II; My, (C) for some integers {k;}
and consequently K;(e,Il; M, (C)e,) = 0. O

Proposition 3.3. Let I be a separable QD C*-algebra. Then there
exists an approximately unital embedding I — J, where J is a o-unital

QD C*-algebra with K1(J) = 0.

Proof. Let p: I — B(H) be a nondegenerate faithful representation such
that p(I)NKC(H) = {0}. By [Br3, Prop. 5.2], there exists a decomposition
H = @;C™ such that p(I) C II; M,,,(C)+K(H). Let J be the hereditary
subalgebra of II; M,,.(C) + K(H) generated by p(I). The conclusion
follows from the previous lemma. O

For the remainder of this section we will let Y = ®,M,,(C) be the
Universal UHF algebra (i.e. the UHF algebra with Ko(U) = Q). For
any Busby invariant v : B — Q(J) we let Y€ denote the Busby invariant
coming from the short exact sequence

0—-JU— E(y)®U - BeU — 0.

Theorem 3.4. Let 0 — I — E — B — 0 be a short exact se-
quence where E is separable, I is QD and B is nuclear, QD and satisfies
the UCT. If the induced map 0 : K1(B) — Ko(I) is zero then E is QD.

Proof. Let v be the Busby invariant of the exact sequence in question.
By the previous proposition we can find an approximately unital embed-
ding I — J, where J is QD with K;(J) = 0. By the remarks following
Definition 3.1 we have an inclusion E <« F(n) where n : B — Q(J) is
the induced Busby invariant. By naturality we then have that both in-
dex maps 0 : K1(B) — Ko(J) and 90 : Ko(B) — K1(J) are zero. Hence
the index maps arising from the stabilization n° : BQ K — Q(J ® K)
are also zero.

Now, if it happens that Ko (J) is a divisible group then the Universal
Coeflicient Theorem would imply that [n°] = 0 € Ezxt(B® K,J ® K)
and so by Proposition 2.5 we would be done. Of course this will not be
true in general and so may have to replace n° with (n*)%. But applying
naturality one more time, both boundary maps on K-theory arising from
(n°)@ will also vanish. Hence the theorem follows from the inclusions
E < E(n) — E(n°) — E((n*)9) together with Proposition 2.5 applied
to (n°)Q. O

In the case that the ideal is nuclear and the quotient is an AF

algebra, the next result was obtained by Eilers, Loring and Pedersen
([ELP, Cor. 4.6]).
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Corollary 3.5. Assume that B is a separable nuclear QD C*-
algebra satisfying the UCT and with K1(B) = 0. For any separable QD
C*-algebra I and Busby invariant v : B — Q(I) we have that E(v) is

QD.

This corollary actually extends to the case where K;(B) is a torsion
group since we can tensor any short exact sequence with ¢« and K;(B®
U) = 0 in this case. For example, this would cover the case that B =
Co(R) ® On, (2 < n < 00), where O,, denotes the Cuntz algebra on
n generators. Similarly, it is clear that Theorem 3.4 is valid under the
weaker hypothesis that 9(K;(B)) is contained in the torsion subgroup
of Ko(I).

Definition 3.6.  For any two QD C*-algebras I, B let Extgop(B,
K®1I) C Ext(B,K ® I) denote the set of classes of Busby invariants ~
such that F(v) is QD.

It is easy to check that if [y] = [§] € Ext(B,K ® I) then E(vy) is
QD if and only if E(7) is QD and hence Eztqop(B,K ® I) is well de-
fined. It is also easy to see that Extgp(B,K ® I) is a sub-semigroup
of Ext(B,K ® I). Finally, we remark that in the case I = C we do not
get the semigroup Ext,q(B, K) defined by Salinas; it follows from Corol-
lary 3.7 below, however, that we do get what he called Extpy:(B,K) in
this case (see [Sal, Definitions 2.7, 2.12 and Thm. 2.14]). One has
Extyq(B,K) C Extop(B,K). The elements of Extgp(B,K) corre-
sponds to C*-algebras E(v) that are QD whereas [y] € Euxtyq(B,K)
if the only if the extension 0 — K — FE(y) — B — 0 is QD i.e. the
concrete set E(vy) C M(K) is QD.

Recall that there is a natural group homomorphism ® : Ext(B,K®
I) — Hom(K;(B), Ko(I)) taking a Busby invariant to the corresponding
boundary map on K-theory. From Theorem 3.4 it follows that we always
have an inclusion Ker(®) C FExtgop(B,K ® I), when B is nuclear, QD
and satisfies the UCT. In general this inclusion will be proper, but we
now describe a class of algebras for which we have equality.

There is a natural semigroup Ky (I) C Ko(I), called the positive
cone, given by

Kg(I) = U {z € Ko(I) : x = [p], for some projection p € M, (I)}.
neN

When [ is unital this semigroup generates Ko(I) but can also be trivial
in general (e.g. if I is stably projectionless). The natural isomorphism
Ko(I) = Ko(K®1I) induced by an embedding I = e;; ® I C K® I, where

e11 18 a minimal projection in K, preserves the positive cones. We say
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that Ko(I) is totally ordered if for every x € Ky(I) either x or —z is an
element of K7 (I).

Corollary 3.7. Assume I is separable, QD and Ko(I) is totally
ordered. For any separable, nuclear, QD algebra B which satisfies the
UCT we have that Extop(B,K ® I) = Ker(®).

Proof. We only have to show Eztgp(B,K ® I) C Ker(®). So let
[v] € Ext(B,K ® I). If E(v) is a stably finite C*-algebra then a result
of Spielberg (see Proposition 4.1 of the next section), together with the
assumption that Ky(I) is totally ordered, implies that [y] € Ker(®).
But since QD implies stably finite ([Br3, Prop. 3.19]) we have that if
[v] € Eztop(B,K ® I) then [y] € Ker(®). O

The classic example for which Ky(7) is totally ordered is the case
when I = K. In this setting the corollary above is very similar to a
result of Salinas’ which describes the closure of 0 € Ext(B,K) in terms
of quasidiagonality ([Sal, Thm. 2.9]). See also [Sal, Thm. 2.14] for
another characterization of Exztgp (B, K) in terms of bi-quasitriangular
operators. For a K-theoretical characterization of Extq(B, K) see [Sch,
Theorem 8.3].

The class of NF algebras introduced in [BK] coincides with the class
of separable QD nuclear C*-algebras. It was conjectured in [BK, Conj.
7.1.6] that an asymptotically split extension of NF algebras is NF. We
can verify the conjecture under an additional asumption.

Corollary 3.8. Let0 — I — E — B — 0 be an asymptotically
split extension with I and B NF' algebras. If B satisfies the UCT, then
E is NF.

Proof. Both index maps are vanishing since the extension is asymptoti-
cally split. The conclusion follows from Theorem 3.4. U

§4. Extensions and K-theory

In this section we show that the general extension problem for nu-
clear QD C*-algebras is equivalent to some natural K-theoretic ques-
tions.

We begin by recalling a result of Spielberg which solves the extension
problem for stably finite C*-algebras and shows that it is completely
governed by K-theory.

Proposition 4.1. [Sp, Lemma 1.5] Let0 - I — E — B — 0 be
short exact where both I and B are stably finite. Then E is stably finite
if and only if O(K1(B)) N K (I) = {0}, where 8 : K1(B) — Ko(I) is
the boundary map of the sequence.
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In [BK, Question 7.3.1], it is asked whether every nuclear stably fi-
nite C*-algebra is QD. Support for an affirmative answer to this question
is provided by a number of nontrivial examples ([Pi], [Sp], [Br1], [Br2]).
In fact, Corollary 3.7 above also provides examples since the proof shows
the equivalence of quasidiagonality and stable finiteness (in fact we did
not even assume nuclearity of E in that corollary). Hence it is natural to
wonder if Spielberg’s criterion completely determines quasidiagonality in
extensions as well. The following result gives some more evidence for an
affirmative answer. If I is a C*-algebra, let ST = Cy(R) ® I denote the
suspension of I. Note that Ko(SI)™ = {0} since ST ® K contains no
nonzero projections.

Proposition 4.2. Let0 — SI — E — B — 0 be exact, where 1
1s o-unital and B is separable, QD, nuclear. Then E is QD.

Proof. The suspension SI of I is QD by [Vol]. We may assume that
I is stable. Let a : SI — SI be a null-homotopic approximately
unital embedding and let @ : Q(SI) — Q(SI) be the corresponding
x-monomorphism. Then for any Busby invariant v : B — M(SI),
[@ov] = 0 € Ext(B,SI) by the homotopy invariance of Fxt(B, ST)
in the second variable [Kas|. It follows that E(y) — E(@ o) is QD by
Proposition 2.5. O

Definition 4.3. Say that a QD C*-algebra A has the QD exten-
sion property if for every separable, nuclear, QD algebra B which sat-
isfies the UCT and Busby invariant v : B — Q(K ® A) we have that
E(v) is QD if and only if F(vy) is stably finite (which is if and only if
O(K1(B))N K (K ® A) = {0}, by Proposition 4.1).

The QD extension property is closely related to a certain embedding
property for the K-theory of A which we now describe. The interest in
controlling the K-theory of embeddings of C*-algebras goes back to the
seminal work of Pimsner and Voiculescu on AF embeddings of irrational
rotation algebras ([PV]). Since then other authors have studied the
K-theory of (AF) embeddings ([Lo|, [EL], [DL], [Brl], [Brl]).

Definition 4.4. Say that a QD C*-algebra A has the Ky-embedding
property if for every subgroup G C Ky(A) such that G N K (A4) = {0}
there exists an embedding p : A — C, where C is also QD, such that
p«(G) = 0. |

It is not hard to see that if C' is a stably finite C*-algebra and p € C
is a nonzero projection then [p] must be a nonzero element of Ko(C).
From this remark it follows that the condition G N K (A) = {0} is

necessary. Hence the Kg-embedding property states that this condition
is also sufficient.



76 N. P. Brown and M. Dadarlat

A number of QD C*-algebras have the Ky-embedding property.
For example, commutative C*-algebras, AF algebras ([Sp, Lem. 1.14]),
crossed products of AF algebras by Z ([Brl, Thm. 5.5]) and simple nu-
clear unital C*-algebras with unique trace. '

Our next goal is to connect the QD extension and Ky-embedding
properties. But we first need a simple lemma.

Lemma 4.5. Let C be a hereditary subalgebra of a unital C*-
algebra D. If C' has an approzimate unit consisting of projections and
Ko(D) has cancellation then the inclusion C — D induces an injective

map Ko(C) — Ko(D).

Proof. By cancellation we mean that if p,q € M, (D) are projections
with [p] = [q] in Ko(D) then there exists a partial isometry v € M, (D)
such that vv* = p and v*v = q.

Let z = [p] — [q] € Ko(C) be an element such that z = 0 € Ky(D).
Since C has an approximate unit of projections, say {ey }, we may assume
that p and g are projections in (ey ® 1)C' @ M,,(C)(ex ®1) for sufficiently
large n and A. Since [p] = [¢q] in Ko(D) and this group has cancellation
we can find a partial isometry v € M, (D) such that vv* = p and v*v = q.

We claim that actually v € M, (C) (which will evidently prove the
lemma). To see this we first note that v = vv*(v)v*v = pvq and hence

v=pvg = (ex®1)pvg(er ®1) = (ex @ 1)v(ey ® 1).

Hence v € (ex ® 1)D ® M,,(C)(ex ® 1). But since C is hereditary in D,
C ® M, (C) is hereditary in D ® M, (C) and thus

vE (ex®1)D® M, (C)lex®1) C C® M,(C).
U

Proposition 4.6. Let A be a separable QD C*-algebra. Then A
satisfies the QD extension property if and only if A satisfies the Kg-
embedding property.

Proof. We begin with the easy direction. Assume that A has the
QD extension property and let G C Ky(A) be a subgroup such that
G N K4 (A) = {0}. Since abelian C*-algebras satisfy the UCT we can
construct an extension

0 -K®A—FE—enC(T) — 0,

such that 9(K;3(®nC(T))) = 9(®nZ) = G. But since A has the QD
extension property E must be a QD C*-algebra. Thus the six-term K-
theory exact sequence implies that A has the Ky-embedding property
(i.e. the embedding into E will work).
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Conversely, assume that A has the Kg-embedding property and let
0-K®A—-FE—-B—0

be a short exact sequence where B is separable, nuclear, QD, satisfies
the UCT and FE is stably finite.

Let G = 0(K1(B)) C K(K® A) = Ko(A). Since F is stably finite,
G N K (A) = {0}. By the Ky-embedding property we can find a QD
C*-algebra C and an embedding p : A — C such that p.(G) = 0. Since
A is separable we may assume that C' is also separable. Indeed Ky(A)
(and hence G) is countable. Thus it only takes a countable number of
projections and partial isometries in matrices over C to kill off p,(G).
From this observation it is easy to see that we may assume that C is
also separable.

Let 7 : C — II;M,,.(C) + K(H) be an embedding (the existence of
which is ensured by the separability of C) as in the proof of Proposi-
tion 3.3. Let J C II; M,,,(C) + K (H) be the hereditary subalgebra gener-
ated by mo p(A). Since II;M,,,(C) + K(H) has real rank zero and stable
rank one it follows from Lemma 4.5 that the inclusion J — II; M,,.(C) +
K(H) induces an injective map Ko(J) — Ko(II; M,,,(C)+K(H)). Since
G is in the kernel of the K-theory map induced by the embedding
mop: A — I;M, (C)+ K(H) it follows that G is also in the ker-
nel of the K-theory map induced by the embedding rop: A — J. But
the embedding into J is approximately unital by construction and so we
get a commutative diagram

0 —m K®A — E B 0
0 —— K®J —— E(n) B 0,

where 7 is the induced Busby invariant and the two vertical maps on
the left are injective.

Now we are done since naturality of the boundary map implies that
the homomorphism 0 : K;(B) — Ko(K ® J) is zero and hence E(n) is
QD by Theorem 3.4. U

We now wish to point out a connection between extensions of QD
C*-algebras and another very natural K-theoretic question. For brevity,
we say a linear map ¢ : A — B is ccp if it is contractive and completely
positive ([Pa]). We recall a theorem of Voiculescu.

Theorem 4.7. [Vol, Thm. 1] Let A be a separable C*-algebra.
Then A is QD if and only if there exists an asymptotically multiplicative,
asymptotically isometric sequence of ccp maps ¢, : A — My (C) for
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some sequence of natural numbers ky, (i.e. ||pn(ab) — vn(a)o,(b)|| — 0
and ||pn(a)|| — |lal for alla,be A).

Given this abstract characterization of QD C*-algebras it is nat-
ural to ask how well these approximating maps capture the relevant
K-theoretic data.

Definition 4.8. Say that a QD C*-algebra A has the Ko-Hahn-
Banach property if for each € Ky(A) such that Zz N K (A) = {0},
where Zx = {kx : k € 7Z}, there exists a sequence of asymptotically
multiplicative, asymptotically isometric ccp maps ¢, : A — Mj_(C)
such that (p,)«(x) = 0 for all n large enough.

It is easy to see that if y € Ko(A) and there exists a nonzero integer
k such that ky € K (A) then for every asymptotically multiplicative,
asymptotically isometric sequence of ccp maps ¢, : A — My, (C) we
have (¢n)«(y) > 0 (if & > 0) or (vn)«(y) < 0 (if & < 0), for all suffi-
ciently large n. Hence this Ky-Hahn-Banach property states that one
can separate elements z € Ky(A) such that Zz N K (A) = {0} from (fi-
nite subsets of) the positive cone using finite dimensional approximate
morphisms.

Another way of thinking about this property is that A has the K-
Hahn-Banach property if and only if finite dimensional approximate
morphisms determine the order on Ky(A) to a large extent. A more
precise formulation is contained in the next proposition (not needed for
the rest of the paper).

Proposition 4.9. The Ky-Hahn-Banach property is equivalent to
the following property: If x € Ko(A) and for every sequence of asymp-
totically multiplicative, asymptotically isometric ccp maps o, : A —
My, (C) we have that (pn)«(z) > 0 for all large n then there exists a
positive integer k such that kx € K (A).

Proof. We first show that the (contrapositive of the) second property
above follows from the Ky-Hahn-Banach property. So assume we are
given an element x € Ky(A) and assume that there is no positive integer
k such that kz € K (A). We must exhibit a sequence of asymptotically
multiplicative, asymptotically isometric ccp maps ¢, : A — M (C)
such that (¢, )«(z) < 0 for all sufficiently large n. There are two cases.

If there exists a negative integer k such that kz € K (A) then
for every sequence ¢, : A — M (C) we have (p,).(z) < 0 for all
sufficiently large n (see the discussion following definition 4.7). The
second case is if Zx N K (A) = {0}. This case is obviously handled by
the Ky-Hahn-Banach property.
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Now we show how the second property above implies the Ky-Hahn-
Banach property. So let z € Ko(A) be such that Zz N K (A) = {0}.
Since no positive multiple of z is in K7 (A) the second property implies
that we can find some sequence ¢, : A — My, (C) such that (¢n).«(z) <
0 for all sufficiently large n. Similarly, since no positive multiple of
—z is in K (A) we can find a sequence v, : A — M; (C) such that
(¥n)«(x) > 0 for all sufficiently large n. If either of {p,} or {¢n}
contains a subsequence with equality at O then we are done so we assume
that (pn)«(z) = —s, < 0 and (¢p)«(z) = t, > 0 for all (sufficiently
large) n. It is now clear what to do: we simply add up appropriate
numbers of copies of ¢, and 1, so that these positive and negative
ranks cancel. More precisely we define maps

&0 = (P en) ® (@ )

and regard these maps as taking values in the (t,k,+Snjn) X (tnkn+Snin)
matrices. 0

Proposition 4.10. If a separable QD C*-algebra A has the QD
extension property or, equivalently, the Kg-embedding property then A
also has the Ky-Hahn-Banach property.

Proof. Assume that A has the Ky-embedding property and we are given
x € Ko(A) such that Zz N K (A) = {0}, where Zz = {kz : k € Z}.
By the Kyp-embedding property we can find an embedding p : A — C,|
where C'is QD and p,(x) = 0. As in the proof of Proposition 4.6 we may
assume that C is also separable. But then take any asymptotically mul-
tiplicative, asymptotically isometric sequence of contractive completely
positive maps ¢, : C — My, (C) and we get that (@, o p).(z) = 0 for
all sufficiently large n. 0
We do not know if the converse of the previous proposition holds.
However our final result will complete the circle for the class of nuclear
C*-algebras. Moreover, the next theorem also states that in order to
prove that every separable, nuclear, QD C*-algebra has any of the prop-
erties we have been studying, it actually suffices to consider very special
cases of either the QD extension problem or Ky-embedding problem.

Theorem 4.11. The following statements are equivalent.

1. Fvery separable, nuclear, QD C*-algebra has the QD extension
property.

2. Bvery separable, nuclear, QD C*-algebra has the Kg-embedding
property.
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3. Every separable, nuclear, QD C*-algebra satisfies the Ko-Hahn-
Banach property.

4. If A is any separable, nuclear, QD C*-algebra and x € Ky(A)
is such that Zz N Ky (A) = {0} then there exists an embedding
p: A — C, where C is QD (but not necessarily separable or
nuclear), such that p.(x) = 0.

5.If A is any separable, nuclear, QD C*-algebra and x € Ky(A)
is such that Zx N Ki (A) = {0} then there exists a short ezact
sequence 0 - K® A — E — C(T) — 0 where E is QD and
x € O(K1(C(T))) = 9(Z).

Proof. The proof of Proposition 4.6 carries over verbatim to show the
equivalence of 1 and 2. That proof also shows the equivalence of 4 and
5. The previous proposition shows that 2 implies 3 and hence we are
left to show that 3 implies 5 and 4 implies 2.

We begin with the easier implication 4 = 2. So, let A be any
separable, nuclear, QD C*-algebra and G C Ky(A) be a subgroup such
that G N K4 (A) = {0}. As in the proof of Proposition 4.6 we can
construct a short exact sequence

0—>IC®A—+E—>€BC(T)——>O,
1

such that O(K;(®nC(T))) = 9(®NZ) = G. We will prove that E is QD

and, by exactness of ®nZ LA Ko(A) — K,(E), this will show 2.
For each n there is a short exact sequence

O—>IC®A—>E,L—>@C(T)—>O,’
1

where each F,, C F is an ideal and F = U, E,,. Note also that each F,,
is nuclear since extensions of nuclear algebras are again nuclear. Since
a locally QD algebra is actually QD it suffices to show that each E,, is
QD. Since Fj is stably finite (being a subalgebra of E) we have that the
boundary map 0 : K;(C(T)) — Ko(E1) takes no positive values. But
then the proof of Proposition 4.6 shows that if we assume 4 then F; will
be QD. Proceeding by induction we may assume that F,, 1 is QD. Since
E, is also stably finite, E,,_; is an ideal in E,, and E,/E,_; = C(T),
applying the same argument to the exact sequence 0 — E,,_1 — E,, —
C(T) — 0 we see that FE,, is also QD.

We now show that 3 = 5, which will complete the proof. So let A
be any separable, nuclear, QD C*-algebra and z € Ky(A) be such that
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Zz N K (A) = {0}. Construct a short exact sequence 0 — K ® A —
E — C(T) — 0 such that (1) = z. We will show that F must be QD.

We can use the Ko-Hahn-Banach property to construct an embed-
ding p : K® A — Q(®;M,,(C)) such that p.(z) = 0. Let D C
Q(®;M,,(C)) be the hereditary subalgebra generated by p(K ® A).
Let m : C(T) — B(H) be any faithful unital representation such that
m(C(T)) NK(H) = {0}. We first claim that there is an embedding of E
into (7(C(T)) 4+ K(H)) ® D, where D is the unitization of D. Indeed,
since the embedding p : K ® A — D is approximately unital we get a
commutative diagram

0 — KA E C(T)y —— 0
| | |
0 — D F C(T) —— 0,

for some algebra F' and the map E — F is injective. Since p.(x) =0 €
Ko(D) (by Lemma 4.5) and K;(D) = 0 (by the proof of Lemma 3.2) it
follows that both boundary maps arising from the sequence 0 — D —
F — C(T) — 0 are zero. Hence we may appeal to the UCT, add on a
trivial absorbing extension and eventually find an embedding of F' into
T(C(T))®1+K(H)® D C (n(C(T)) +K(H)) ® D.

Since F is nuclear it now suffices to show that every nuclear subalge-
bra of (7(C(T)) + K(H))® D is QD. Hence, by [Br3, Prop. 8.3] and the
Choi-Effros lifting theorem ([CE]) it suffices to show that there exists a
short exact sequence

0= J = C — (x(C(T) + K(H)) ® D 0,

where C is QD and J contains an approximate unit consisting of pro-
jections which is quasicentral in C' (i.e. the extension is quasidiagonal).
However, this is now trivial since D C Q(®;My,(C)) implies that there
is a quasidiagonal extension

OHGDiMni(C)HR——)D-—»O,

where R C II;M,,,(C). But since X = n(C(T)) + K(H) is nuclear the

sequence
0— (®iMn,(C))®X -R®X - D®X —0

is exact and since X is unital the extension is also quasidiagonal. O
Though Theorem 4.11 is stated for the class of nuclear QD C*-
algebras a close inspection of the proof shows that this assumption was
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only used in the proof of 4 = 2. Hence we also have the following
result which applies to individual nuclear C*-algebras.

Theorem 4.12. Let A be a separable nuclear QD C*-algebra and
constder the following statements.

1. A has the QD extension property.

2. A has the Kg-embedding property.

3. A has the Ky-Hahn-Banach property.

4. If x € Ko(A) is such that Zz N K (A) = {0} then there eists
an embedding p : A — C, where C is QD (but not necessarily
separable or nuclear), such that p.(x) = 0.

5. If x € Ko(A) is such that Zz N KJ (A) = {0} then there exists a
short exact sequence 0 - K ® A — E — C(T) — 0 where E is
QD and xz € O(K;,(C(T))) = 0(Z).

Then 1 <= 2 — 3 <= 4 < .

Remark. There is another version of Theorem 4.11 where the class
of nuclear C*-algebras is replaced by a class A of separable C*-algebras
with the following closure property. If 0 - AQK — F — B — 0 is exact
with A € A and B separable abelian, then E € A. For instance A can be
the class of all separable C*-algebras or the class of all separable exact
C*-algebras. Then the statements 1-5 of Theorem 4.11 formulated for
the class A (rather then for the class of nuclear C*-algebras) are related
as follows: 1 <= 2 <= 4 <+—= 5 — 3.
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The ideal structure of graph algebras

Jeong Hee Hong

§1. Introduction

For an nxn {0, 1}-matrix A = [A(¢, j)] without zero rows or columns
the corresponding Cuntz-Krieger algebra O4 is defined in [4] as a C*-
algebra generated by partial isometries {s; | i = 1,... ,n} on a Hilbert
space satisfying sfs; = >_"_; A(4,)s;s5. Almost from the start it was
observed [25] that instead of a matrix we can use a directed graph to
encode this data. It took a little bit longer though before it was realized
that graphical approach may be equally successfully applied to infinite
graphs. This extension (cf. [16, 15, 6, 2, 19] and references there) allows
us to study by similar tools and within the same framework objects as
diverse as classical Cuntz-Krieger algebras O,,, O, AF-algebras, and
many other C*-algebras.

A variety of methods have been employed in the investigations of
graph algebras. The arguments in [16] and several subsequent papers
(eg see [17]) rely heavily on the machinery of groupoids. A different
approach is based on the realization of graph algebras as Cuntz-Pimsner
algebras (cf. [18, 13, 7]) corresponding to suitable Hilbert bimodules
over discrete abelian C*-algebras. However it may well be that the
direct approach yields the sharpest results (cf. [2, 19]).

The structure of graph algebras is fairly well-known by now. In-
deed, after several earlier partial results a criterion for their simplicity
has been found [21] (see also [17]). Their K-theory is readily com-
putable [19, 23]. Their stable rank can be determined from the graph
[5]. A number of other questions, like injectivity of their homomorphisms
(cf. [24]) or direct sum decomposability (cf. [8]) can now be easily an-
swered. Modelling with graph algebras has been employed in the studies
of semiprojectivity (cf. [22, 20]) and pure-infiniteness (cf. [10]).

We begin this article with a brief overview of basic facts about graph
algebras, illustrated with a number of examples. Then we move to our

2000 Mathematics Subject Classification. Primary 46L05.
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main point of interest, the discussion of the structure of their ideals.
First fundamental results about ideals of Cuntz-Krieger algebras were
obtained in [3]. A complete discussion of the primitive spectrum of a
Cuntz-Krieger algebra corresponding to a finite {0, 1}-matrix (and hence
a finite graph) was later given in [12]. However the ideal structure of
graph algebras corresponding to infinite graphs is much more compli-
cated. Most previously obtained results in this direction dealt with the
case of ideals of row-finite graphs (ie such that each vertex emits only
finitely many edges) which are invariant under the canonical gauge ac-
tion of the circle group [16, 15, 2].

Similar results for row-finite graph algebras were obtained in [13] by
viewing graph algebras as Cuntz-Pimsner algebras of suitable Hilbert bi-
modules. Very recently a complete description of ideals of all graph alge-
bras has been obtained [1, 9]. That is, all primitive ideals together with
the hull-kernel topology on the primitive spectrum are known. These
results cover the most general countable directed graphs, with no restric-
tive assumptions whatever. In this article we present without proofs the
description of gauge invariant ideals and then briefly indicate how other
ideals arise. For the complete results, see [1, 9].

Acknowledgements: [ would like to thank Professors Kosaki and
Blackadar for inviting me to participate in the US-Japan Seminar at
Fukuoka. I am grateful to the Korea Science and Engineering Foun-
dation for their financial support. It is also my pleasure to thank all
members of the Mathematics Department at the University of Newcas-
tle, where the final version of this article was completed, for their warm
hospitality during my sabbatical leave stay there.

§2. Cuntz-Krieger algebras of directed graphs

2.1. Definitions and examples

A directed graph E is a quadruple (EY, E!, r,s) with E° the set of
vertices, E' the set of edges, and 7,5 : E! — E° the range and source
function, respectively. In what follows we always assume that both E°
and E' are at most countable.

If n > 1 then a path « of length n in E is a sequence « = (eq, ... ,ey)
with e; € E' and r(e;) = s(e;y1) fori =1,... ,n—1. Then s(a) = s(e;),
r(a) = r(en), and we say that « is a path from s(«) to r(a). A path «
(of length at least 1) is a loop if r(a) = s(a). It is a vertex simple loop if
the vertices s(e;) are distinct. The loop has no exits if s7!(s(e;)) = {e;}
fori=1,...,n. A vertex v is called sink if s~ !(v) = 0.

The following concept of a Cuntz-Krieger E-family for a given di-
rected graph E was introduced in [15].
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Definition 1. Let F be a directed graph and let B be a C*-algebra.
A Cuntz-Krieger E-family {Se, Py} inside B consists of a collection of
partial isometries {S. € B | e € E'} and a collection of projections
{P, € B|v e E°} such that the following conditions are satisfied.

(Gl) P,P, =0 ifv # w.

(G2) S7S; =0 ife # f.

(G3) SrSe =Py,

(G4) 5.5 < Py(ey-

(G5) Z S.S8¥ = P,, if v emits finitely many (and at least one)
e€EY s(e)=v
edges.

The following definition of graph algebras was given in [6].

Definition 2. The C*-algebra C*(E) of a directed graph E is a
C*-algebra generated by partial isometries {s. | e € E'} and projections
{p, | v € E°}, which is universal for Cuntz-Krieger E-families. That
is, for any Cuntz-Krieger E-family {S., P,} inside a C*-algebra B there
exists a unique C*-algebra homomorphism ng p : C*(E) — B such that
7s,p(se) = Se for all e € E' and 75 p(p,) = P, for allv € E°.

Throughout this article we use symbols {s., p,} with small s, p for
the generators of the C*-algebra C*(FE). Universality of graph algebras
implies that there exists a canonical action v of the circle group T on
C*(E), called the gauge action,

v: T — Aut(C*(E))

such that v;(p,) = p, and v;(s.) = ts. for allv € E°, e € E', t € T.

Example 3. Let E;, i=1,2,3, be the following directed graphs.

E1 E2 E3
f ., f
w | w
en, €

€

We have C*(E;) =2 M, ® C(T) and C*(F3) is isomorphic to the
Toeplitz algebra generated by a unilateral shift. Also C*(FEs) = C(T)
for n =1 and C*(FE;3) = O, for n > 2, including n = oo.



88 J. H. Hong

2.2. Basic properties of graph algebras

One of the great advantages of working with graph algebras is the
ease with which we can read all basic properties of these complicated
objects from the underlying graphs. For example, C*(FE) is unital if
and only if E° is finite. Below we show how to recognize from directed
graphs such properties of the corresponding algebras as Cuntz-Krieger
uniqueness, simplicity, being AF', pure infiniteness, and K-theory.

Since graph algebras are defined via a universal property, it is not too
difficult to construct homomorphisms from these algebras to other C*-
algebras. However, it is usually much more difficult to verify whether
such a homomorphism is injective or not. To this end we often use
the following gauge invariant uniqueness theorem, which essentially says
that the universality in the definition of C*(F) is equivalent to the ex-
istence of the gauge action. This result was proved in [2] for row-finite
graphs, and in full generality in [19].

Theorem 4. Let E be a directed graph, {Se, Py} be a Cuntz-Krieger
E-family, and ng p : C*(E) — C*({Se, P,}) be a C*-algebra homomor-
phism such that ms p (s¢) = Se and 75 p(py) = P, for alle € E' and all
v € E°. Suppose that each P, is non-zero, and that there is a strongly
continuous action 3 of T on C*({Se, P,}) such that Byoms,p = Ts,poy
for allt € T. Then g p is injective.

The classical Cuntz-Krieger uniqueness has also been generalized to
the context of graph algebras. The following result was proved in [16]
for row-finite graphs, and in full generality in [6].

Theorem 5. Let E be a directed graph in which every loop has an
exit. Then for all Cuntz-Krieger E-family {Se, Py} such that each P,
is different from 0, the corresponding C*-algebra homomorphism mg p :
C*(E) — C*({Se, Py}) (with ms,p(se) = Se and s p(py) = Py for all
e € E', ve E°) is an isomorphism.

An easy consequence of Theorem 5 is the uniqueness of the C*-
algebra, generated by a proper isometry (ie the classical result due to
Coburn), corresponding to the graph E3. A common generalization of
Theorems 4 and 5 is given in [24].

A convenient criterion of simplicity of graph algebras is known [21].
It is formulated in terms of hereditary and saturated sets of vertices,
which also play a crucial role in our description of ideals in the next
section. A subset H C E° is called;

(i) saturated if any v € EY, emitting finitely many (and at least one)
edges and such that r(e) € H for all e € E' with s(e) = v,
belongs to H,
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(ii) hereditary if r(e) € H for any e € E' such that s(e) € H.

Theorem 6. Let E be a directed graph. Then C*(E) is simple if
and only if the following two conditions are satisfied.

1. All loops in E have exits.
2. The only hereditary and saturated subsets of E° are O and E°.

The graphs Fo (n > 2) satisfy the conditions of Theorem 6, thus
Cuntz algebras O,, (n > 2) and O, are simple. But the Toeplitz al-
gebra is not, since the graph F3 has a nontrivial proper hereditary and
saturated subset {v}. Earlier partial results in this direction may be
found in [4, 16, 7, 6, 2]. A different (based on the groupoid approach)
of an equivalent simplicity criterion has been recently found in [17].

It turns out that all simple graph algebras are either AF' or purely
infinite (cf. [15, 2, 19]). In fact, C*(E) is AF if and only if £ has no
loops, and C*(E) is purely infinite in the sense of [15] (but not necessarily
simple) if and only if all loops in E have exits and every vertex connects
to a loop by a directed path (cf. [15, 2, 10]).

The K-theory of graph algebras is readily computable by the Cuntz
method. Namely, the crossed product of C*(F) by the gauge action of
the circle group T is known as an AF-algebra ([14, 19]). Thus C*(E) is
stably isomorphic to a crossed product of an AF'-algebra by an action
of the integers Z (dual to the gauge action), which allows us to apply
the Pimsner-Voiculescu exact sequence.

The following thoerem was obtained in [19] for row-finite graphs,
and then extended to the directed graphs with finitely many edges in
[22]. These and several other results about the K-theory of graph or
Cuntz-Krieger algebras are all based on the original calculation in [3].

Theorem 7. Let E be a directed graph and let V' denote the col-
lection of all those vertices which emit at least one but at most finitely
many edges. Let ZV and ZE° be free abelian groups on free generalors
V and E°, respectively. Then

Ko(C*(E)) = coker(Ag) and K,(C*(E)) = ker(Ag),

where A : ZV — ZE° is the map defined as
Ag(w) = Z r(e) —w.
e€E1, s(e)=w

It follows from Theorem 7 that K; groups of graph algebras must
be free abelian. It turns out that this is the only restriction. Namely, for
any pair of countable abelian groups Ag, A; with A, free abelian, there
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exists a stable, purely infinite and simple graph algebra C*(E) such that
K;(C*(E)) = A; for i = 0,1 [23]. An easy way to check criterion for
stability of graph algebras is given in [8].

Note that all graph algebras are separable according to our defini-
tion, since we only deal with countable graphs. All of them are also
nuclear and satisfy the Universal Coefficient Theorem. Therefore purely
infinite and simple algebras C*(E') serve as convenient models of a large
subclass of the classifiable algebras. This fact has been recently exploited
in [22] and [20] to show that all Kirchberg algebras with K finitely gen-
erated and K finitely generated free abelian are semiprojective.

§3. Ideals of graph algebras

In this section we present the ideal structure of graph algebras. We
focus primarily on gauge invariant ideals J of C*(E) such that v(J) = J
for all t € T. We begin by recalling the classification of gauge invariant
ideals for algebras of row-finite graphs. Then we discuss the general case
of arbitrary graphs, and conclude with a brief indication of how other
ideals, ie non gauge invariant ideals, arise.

3.1. Gauge invariant ideals

3.1.1. Row-finite directed graphs It turns out that that gauge in-
variant ideals of algebras of row-finite graphs are in a one-to-one corre-
spondence with hereditary and saturated sets of vertices. For a directed
graph E we denote by X g the collection of all hereditary and saturated
subsets of E°. If X C E° then We denote by ¥(X) the smallest heredi-
tary and saturated subset of E° containing X. If J is a closed two-sided
ideal of C*(FE) then we define V; := {v € E° | p, € J}. It is easy to
see that V; is hereditary and saturated. For a hereditary and saturated
set K C E° we define Ji to be the closed two-sided ideal of C*(E)
generated by {p, | v € K}.

The following theorem is given in [2]. Its earlier versions, with some
additional restrictions on the underlying directed graphs, are in [4, 13,
16).

Theorem 8. If E is a row-finite directed graph then there is a
one-to-one correspondence between the collection of closed, two-sided,
gauge invariant ideals of C*(FE) and X g, via J — Vj and Jgx — K.

The key fact used in the proof of Theorem 8 is that for a gauge in-
variant ideal J of C*(F) the quotient C*(FE)/J is again a graph algebra,
corresponding to the graph obtained by restriction of E to E°\ VJ.

It is also possible to identify those directed graphs E such that all
ideals of C*(F) are gauge invariant. For Cuntz-Krieger algebras of finite
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{0, 1}-matrices, this situation is captured by condition /I of Cuntz. Its
analogue for row-finite graphs was introduced in [16] by the so-called
condition K (an analogue of Cuntz’s condition I7). Condition K re-
quires that any vertex in E° lies on either none or at least two distinct
vertex simple loops. If a row-finite graph F satisfies condition K then
all ideals of C*(FE) are automatically gauge invariant, and consequently
Theorem 8 describes all ideals of C*(F)) in this case.

Example 9. The graph E below satisfies condition K. Thus X
gives all ideals of C*(E). Since ¥g = {0, {w}, E°}, we have Jg,3 =K
(compact operators on a separable Hilbert space) is the only nontrivial
ideal of C*(E). Note that the quotient C*(E)/Jy,y 1is isomorphic to
C*(FE2) (with n = 2), which is Cuntz algebra Os.

Unfortunately, even for graphs as simple as F; or E3 Theorem 8
does not give the full description of ideals. The reason is that non gauge
invariant ideals are present.

3.1.2. The general case We now give a brief outline of the results
obtained recently by the author in collaboration with the group from
the University of Newcastle. Proofs of these results will be published in
[1].

Unlike in the previously discussed much simpler case of row-finite
graphs, the collection of hereditary and saturated subsets is not sufficient
to describe all gauge inariant ideals in general. In order to do this we
must first understand quotients of graph algebras by gauge invariant
ideals. We first introduce the notion of the quotient graph.

Let E be an arbitrary directed graph and let K C E° be a hereditary
and saturated subset. We denote by K% the collection of all those
vertices v € E° \ K such that s™!(v) Nr~!(K) is infinite and s~!(v) N
r~}(E°\ K) is finite and non-empty. We then define the quotient graph
E/K as follows.

(E/K)° (E°\ K)U{B(v) |ve KL},
(E/K)" = r HE°\K)U{B(e) | ec E', r(e) € K},
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with s(8(e)) = s(e) and r(B(e)) = B(r(e)). The [ is just a symbol
helping to distinguish a vertex v € E° and an edge e € E' from the
extra vertex B(v) and the extra edge B(e) in E/K, respectively. Note
that E/K is a subgraph of F if K% — ) and this is always the case
when FE is row-finite.

Example 10. Let E be the graph below. It is assumed here that
K € g and v emits infinitely many edges into K. We have Ki* = {v}
and the quotient graph E/K looks as follows.

E/K
Bo(v)

The following lemma provides a key tool for analyzing gauge invari-
ant ideals of arbitrary graph algebras.

Lemma 11. Let E be a directed graph and let K € Yg. Then
there is a natural isomorphism

C*(E)/Jx = C*(E/K).

Now let K € Y¥g and X C Kfc?. We define Jg x as the closed
two-sided ideal of C*(E) generated by Ji and {p, — ¢, | v € X}, where
Qu = Zs(e):v,r(e)gK ses: is a subprojection of p,. As a special case we
have Jg ¢ = Jk, which always occurs in row-finite graphs. Clearly the
ideal Jx x is gauge invariant. We denote by p(Kim) the collection of all
subsets of K1,

Theorem 12. If E is an arbitrary directed graph then there is a
one-to-one correspondence between | ey {K} ¥ (K1) and the col-
lection of all closed, two-sided gauge invariant ideals of C*(E), given by
the map

(K, X) — JK,X~

Theorem 8 is then an immediate consequence of Theorem 12.
Lemma 11 says that quotients of graph algebras by gauge invari-
ant ideals are themselves graph algebras. Thus, in order to describe
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primitive gauge invarinat ideals it suffices to know what graphs FE result
in primitive algebras C*(E), since the quotient of a C*-algebra by a
primitive ideal is a primitive C*-algebra. We have the following.

Proposition 13. If E is an arbitrary directed graph then C*(E)
s primitive if and only if E satisfies the following two conditions.

1. All loops in E have exits.
2. S(v) NE(w) # 0 for any v,w € E°.

We remark that an easy double application of Lemma 11 gives an
isomorphism

C*(E)/Jk,x = C*((E/K)/B(X)),

for all K € Y and X C KE;‘. Thus, combining Theorem 12 with
Proposition 13 we get a criterion of primitivity of gauge invariant ideals
of C*(E). Namely, a gauge invariant ideal Jx x of C*(FE) is primitive if
and only if the quotient graph (E/K)/B(X) satisfies the conditions of
Proposition 13.

3.2. Other idelas

In many cases, the graph algebra C*(FE) may contain non gauge in-
variant ideals. For example, since X, = {0,{w}, E®}, Jr,} = K is the
only nontrivial gauge invariant ideal of C*(F3). However, since the quo-
tient graph E3/{w} is E; with n = 1, C*(E3)/Jwy = C*(E3/{w}) =
C(T) and consequently we see that C*(E3) contains a circle of non gauge
invariant primitive ideal.

For an arbitrary directed graph E it may be shown that all non gauge
invariant primitive ideals arise essentially in the same way as described
in the preceding paragraph. Namely, let J be a non gauge invariant
primitive ideal of C*(FE). Then there exists a unique maximal gauge
invariant ideal J’ of C*(FE) contained in J. Furthermore, the quotient
C*(FE)/J’ is isomorphic to C*(F) for a suitable graph F. It is that F
must contain a unique vertex simple loop with no exits in F' and that
the ideal J corresponds to a point on that loop.

A complete discussion of all primitive ideals of C*(E) for an arbi-
trary directed graph FE, including the hull-kernel topology on the prim-
itive spectrum, are presented in articles [1, 9.
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Stable rank and real rank of graph C*-algebras

Ja A Jeong

Abstract.

For any row finite directed graph F there exists a universal C*-
algebra C*(E) ([KPR, KPRR]) generated by projections and partial
isometries satisfying the Cuntz-Krieger FE-relations. This class of
graph algebras includes the Cuntz-Krieger algebras and all AF alge-
bras up to stable isomorphisms([D]). In this paper we give conditions
for F under which the algebra C*(E) has stable rank one or real rank
zero. A simple graph C™*-algebra is either AF or purely infinite, hence
it is always extremally rich. We discuss the extremal richness of some
graph C™-algebras and present several examples of prime ones with
finitely many closed ideals.

§1. Introduction

As a generalization of Cuntz-Krieger algebras, a class of C'*-algebras
generated by projections and partial isometries subject to the relations
determined by directed graphs has been studied in [KPRR], [KPR] and
later in [BPRS], and these algebras are called graph C*-algebras. Since
they are basically generated by partial isometries and projections one
may expect that most of them must have real rank zero like AF algebras
or Cuntz algebras. In fact if the associated graph C*-algebra for a row
finite graph F is simple then C*(E) always has real rank zero since it is
either AF or purely infinite ([KPR]). On the other hand, the Toeplitz
algebra can occur as a graph C*-algebra but its real rank is not zero,
hence we want to know when the graph algebra has real rank zero. We
will answer the question in terms of the loop structure of a graph in
Theorem 3.2 and Theorem 3.4.

Recall that a projection p in a C*-algebra A is said to be infinite if
it is Murray-von Neumann equivalent to its proper subprojection. We
call a unital C*—valgebra A infinite if the unit projection is infinite, and
finite otherwise. An infinite C*-algebra whose every nonzero hereditary
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subalgebra contains an infinite projection is called purely infinite. If
a unital C*-algebra A has stable rank one (sr(A) = 1, see [Rf]), that
is, the set A~! of all invertible elements is dense in A, then one can
see that A should be finite. All AF-algebras ([Rf]), irrational rotation
algebras([Pt]) are those known to have stable rank one. We will give a
sufficient and necessary condition for a graph F that C*(FE) has stable
rank one in Theorem 3.1.

As an attempt to extend notions and results for finite C*-algebras to
infinite cases Brown and Pedersen ([BP2]) considered the quasi-invertible
elements Aq’1 in a unital C'*-algebra A and call A extremally rich if the
set A" is dense in A since it turns out in [BP2] that this condition is
equivalent to say that the closed unit ball A; contains enough extreme

points so that the convex hull of its extreme points coincides with the
whole Aq;

conv(E(A)) = Ay,

where £(A) denotes the extreme points of A;. Since A™' C A_ " for any
unital C*-algebra A we see that a unital C*-algebra A with sr(A) =1
is always extremally rich. On the other hand it is a nontrivial fact that
purely infinite simple C*-algebras (for example, Cuntz algebras) are also
extremally rich (see [LO], [Pd]). Therefore a simple graph C*-algebra is
always extremally rich. Recall that a graph C*-algebra C*(F) is simple if
and only if E is cofinal and satisfies condition (L). We show the cofinality
of a graph F is in fact a sufficient condition for the algebra C*(FE) to
be extremally rich and also provide an example of non-extremally rich
prime graph C*-algebra that has only three proper ideals and has real
rank zero.

§2. Preliminaries

We recall definitions and results from [KPR], [KPRR], and [BPRS]
on directed graphs and graph C*-algebras. A directed graph E = (E°, E*,
r,s) (or simply E = (E°, E')) consists of countable vertices E°, edges
E' and the range, source maps r, s : B! — E°. E is row finite if each ver-
tex v € E° emits at most finitely many edges, and a row finite graph is
locally finite if each vertex receives only finitely many edges. If e, ..., e,
(n > 2) are edges with 7(e;) = s(e;+1), 1 <7 < n—1, then one can form
a (finite) path a = (ey,...,ey,) of length |a| = n, and extend the maps
r,s by r(a) = r(en),s(a) = s(e1). Similarly one can think of infinite
paths.

Let E™ be the set of all finite paths of length n (so vertices in E°
are regarded as finite paths of length zero) and let E* be the set of all
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finite paths, and E> the set of infinite paths. A vertex v € E° with
s H(v) = 0 is called a sink.

For a row finite directed graph F, a Cuntz-Krieger E-family consists
of mutually orthogonal projections {P, |v € E°} and partial isometries
{S.|e € E'} satisfying the Cuntz-Krieger relations

Se*Se=Py(e), e€ E', and Py= Y  8.8.%, v e s(EY).

s(e)=v

From these relations, it can be shown that every non-zero word in S, P,
and S} reduces to a partial isometry of the form S, Sj for some o, § € E*
with r(a) = r(8) ([KPR], Lemma 1.1).

Theorem 2.1. ([KPR}, Theorem 1.2) For a row finite directed
graph E = (EY,EY), there exists a C*-algebra C*(E) generated by a
Cuntz-Krieger E-family {s¢,p, |v € E° e € E'} of non-zero elements
such that for any Cuntz-Krieger E-family {S., P,|v € E° e € E'} of
partial isometries acting on a Hilbert space 'H, there exists a represen-

tation w : C*(F) — B(H) such that
7(se) = Se, and 7(py,) = P,

for alle € E',v € EY.

Let {sc,p, | e € E',v € E°} be a Cuntz-Krieger E-family gen-
erating the C*-algebra C*(E). Then for each z € T we have an-
other Cuntz-Krieger E-family {zs.,p, | e € E!, v € E'} in C*(E),
and by the universal property of C*(FE) there exists an isomorphism
v: : C*(FE) — C*(F) such that v,(se) = zse and v,(py) = py. In fact,
vz, € Aut(C*(FE)) is a strongly continuous action of T on C*(E)
and called the gauge action ([BPRS]).

A finite path a with |a| > 0 is called a loop at v if s(a) = r(a) = v.
It turns out that the distribution of loops in a graph E is very important
to understand the structure of a graph C*-algebra C*(F), in particular
if F has no loops then C(F) is AF.

A graph F is said to satisfy condition (L) if every loop in E has an
exit, and condition (K) if for any vertex v on a loop there exist at least
two distinct loops based at v. Note that condition (K) is stronger than
(L) and if E has no loops then the two conditions are trivially satisfied.

For two vertices v, w we simply write v > w if there is a path a € E*
from v to w. A subset H of E° is said to be hereditary if v > w and
v € H imply w € H, and a hereditary set H is saturated if s~ 1(v) # 0
and {r(e) | s(e) = v} C H imply v € H. The saturation of a hereditary
set H is the smallest saturated subset of E° containing H.
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Let H be a saturated hereditary subset of E°. Then the ideal I(H) =
span{sasy | a, B € E*,r(a) = r(B) € H} is clearly gauge-invariant and
I(H) is generated by {p, | v € H}.

In case E has no sinks, in [KPRR], an isomorphism of the lat-
tice of saturated hereditary subsets V of E into the lattice of ideals
I(V) in C*(FE) was established and it is shown that the quotient alge-
bra C*(E)/I(V) is isomorphic to a graph algebra C*(G) for a certain
subgraph G of E. More generally, the following was proved in [BPRS].

Theorem 2.2. ([KPRR] [BPRS, Theorem 4.1]) Let E = (E°, E*,
r,s) be a row finite directed graph. For each subset H of E°, let I(H)
be the ideal in C*(E) generated by {p, | v € H}.

(a) The map H — I(H) is an isomorphism of the lattice of saturated
hereditary subsets of E° onto the lattice of closed gauge-invariant ideals
of C*(E).

(b) Suppose H is saturated and hereditary. If G° := E°\ H, G! :=
{e € E' | r(e) ¢ H}, and G := (G°,G',r,s), then C*(E)/I(H) is
canonically isomorphic to C*(G) and the ideal I1(H) is strong Morita
equivalent to C*(K), where K := (H,{e | s(e) € H}).

Note that if a graph F satisfies condition (K) then the isomorphism
of Theorem 2.2.(a) maps onto the lattice of all closed ideals in C*(E),
that is, every ideal is gauge-invariant. It is known ([BPRS], [JPS]) that
for a row-finite graph E, the graph C*-algebra C*(F) is simple if and
only if E' is a cofinal graph satisfying condition (L), here we say that FE
is cofinal if every vertex connects to every infinite path.

Proposition 2.3. ([KPR], Corollary 3.11) Let E be a locally finite
graph which has no sinks, is cofinal, and satisfies condition (L). Then
C*(E) is simple, and

(i) if E has no loops, then C*(E) is AF;

(ii) if E has a loop, then C*(E) is purely infinite.

§3. Stable rank and real rank of graph C*-algebras

If a graph F has no loops at all then the resulting algebra C*(FE)
is AF([KPR, Theorem 2.4]), hence its stable rank is one. To see if a
graph with loops can have stable rank one consider the simple graph F
consisting of a single vertex v and a single loop at v. Then the graph
algebra C*(E) is the commutative C*-algebra with the spectrum T, the
unit circle, and it also has stable rank one. But if we add an edge ranging
at other vertex than v, the resulting graph algebra is the Toeplitz algebra
whose stable rank is 2. The following shows precisely when the graph
algebra has its stable rank one. Actually if a loop has an exit then there
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are infinite projections in the graph algebra and so the stable rank is
not one anymore.

Theorem 3.1. ([JPS, Theorem 3.3]) Let E = (E°, E') be a row
finite directed graph. Then E has no loop with an exit if and only if
sr(C*(E)) = 1.

Recall from [BP1] that a unital C*-algebra A (or A if A is non-unital)
has real rank zero if the set of invertible self adjoint elements is dense
in the whole set of self adjoint elements, or equivalently every non zero
hereditary C*-subalgebra contains a non zero projection. So the C*-
algebras with real rank zero (for example, AF algebras, purely infinite
simple C*-algebras, all von Neumann algebras) have been considered as
the ones containing reasonably many projections in some sense.

Theorem 3.2. [JPS, Theorem 4.3] Let E be a locally finite di-
rected graph with no sinks. If RR(C*(FE)) = 0 then E satisfies condition

(K).

Corollary 3.3. Let E be a locally finite directed graph with no
sinks. If sr(C*(F)) =1 and RR(C*(E)) =0 then C*(E) is AF.

Theorem 3.4. [JPS, Theorem 4.6] Let E be a locally finite di-
rected graph with no sinks which satisfies condition (K). If C*(FE) has
only finitely many ideals then RR(C*(F)) = 0. In particular, if E is a
finite graph then RR(C*(E)) = 0.

Let A be a {0, 1}-matrix with no zero row or column. Then A can be
viewed as a vertex matrix of a finite graph F with no sinks. If A satisfies
Cuntz-Krieger’s condition (I) in [CK] then it clearly follows that F sat-
isfies (L) (or, equivalently condition (I) introduced for graphs in [KPR])
from their definitions. By Proposition 4.1 of [KPRR], the graph algebra
C*(FE) is also generated by a Cuntz-Krieger A-family of partial isome-
tries, hence the Cuntz-Krieger algebra O4 is isomorphic to the graph
algebra C*(F). On the other hand, the graph algebra C*(FE) is known
to be isomorphic to the Cuntz-Krieger algebra Op associated with the
edge matrix B of E. Therefore those three algebras are all isomorphic.
Furthermore by Theorem 3.2, 3.4, and Lemma 6.1 of [KPRR], we have
the following corollary.

Corollary 3.5. Let A be a {0, 1}-matriz with no zero row or col-
umn. Suppose A satisfies Cuntz-Krieger’s condition (I) and let E be
the finite graph having A as its vertex matriz. Then the following are
equivalent:

(i) RR(O4) =0,
(ii) A satisfies Cuntz’s condition (II),
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(iii) E satisfies condition (K).

§4. Extremal richness of graph C*-algebras

Let A be a unital C*-algebra. Then it is well known that an ex-
treme point v in A; is characterized as a partial isometry satisfying
(1 —vv*)A(1 —v*v) = 0 ([Pd, Proposition 1.4.7]). Let AT be the set of
all positive invertible elements of A. We call elements x € SAIFI(:
ATIEA™Y) quasi-invertible ([BP3]) and denotes the set of all quasi-
invertible elements in A by A;l. If Aq_l is dense in A A is called
extremally rich. For a non-unital C*-algebra A, A is said to be ex-
tremally rich when its unitization A is so. Obviously a C*-algebra A
with sr(A) = 1 is extremally rich since A~' C A;'. In particular,
all AF-algebras are extremally rich. Other examples are purely infi-
nite simple C*-algebras ([Pd, Theorem 10.1], [LO, Lemma 3.3]), the
Toeplitz algebra ([Pd, Corollary 9.2]), commutative C*-algebras C(X)
with dim(X) <1 (see [BP3, section 3]), and all von Neumann algebras
([Pd, Theorem 4.2]). Also a simple C*-algebra A is extremally rich if
and only if it is purely infinite or it has stable rank one ([BP2, Corollary
10.5]). Thus from Proposition 2.3 it follows that every simple graph C*-
algebra C*(F) (hence, E should be cofinal and satisfy condition (L)) is
extremally rich. The following shows in fact that every graph C*-algebra
C*(F) associated to a cofinal graph F is extremally rich.

Proposition 4.1. ([JPS, Proposition 3.7]) Let G be a locally finite
directed graph. If G is cofinal then either sr(C*(G)) =1 or it is purely
infinite and simple.

There are extremally rich graph C'*-algebras that are associated to
graphs which are not cofinal, for example the Toeplitz algebra (see Ex-
ample 4.6 below) which is neither purely infinite simple nor of stable
rank one (sr(7) = 2). These graph algebras will arise from directed
graphs containing some loops with exits, so that they should have many
infinite projections and hence their stable rank are not one any more.

To this end note the following corollary of Theorem 2.2.

Corollary 4.2. ([JPS, Theorem 3.5|) Let E = (E° E',r s) be
a row-finite directed graph with the set V of sinks. Then there is a
subgraph G = (E°\ H,{e € E' | r(e) ¢ H}) of E with no sinks such
that C*(E)/1(V) is isomorphic to C*(G), where H is the saturation of
V and I(V) = span{s,sg* | o, 5 € E*, r(a) =r(8) e V }.

We also need to review briefly the following useful results on ex-
tremally rich C'*-algebras.
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Theorem 4.3. ([BP2],[BP3], [LO]) (a) Every quotient, every di-
rect sum or direct product and every hereditary C*-subalgebra of an ex-
tremally rich C*-algebra is again extremally rich.

(b) If A is strong Morita equivalent (or stably isomorphic) to an ex-
tremally rich C*-algebra B then A is also extremally rich.

Let A be a unital C*-algebra and I be a closed two-sided ideal.

(c) Suppose sr(I) = 1. Then A is extremally rich if and only if A/ is
extremally rich and extreme partial isometries lift.

(d) sr(A) = 1 if and only if sr(I) = sr(A/I) = 1 and every invertible
elements lifts, that is, (A/I)~* = A=1/I.

(e) If I and A/I are purely infinite simple C*-algebras then A is ex-
tremally rich.

For a C*-algebra A and projections P, () in A, the extreme points
E(PAQ) of the closed convex set PA;(Q consists of elements u € PA1Q
which is a partial isometry such that (P — uu*)A(Q — uv*u) = {0}.
We say that the space PAQ is extremally rich if either E(PAQ) = 0
or £(PAQ) # 0 and (PAP)~1£(PAQ)(QAQ)™"! is dense in PAQ. If
E(PAQ) # 0 then PAQ is extremally rich if and only if PA1Q =
conv(E(PAQ)) (see [BP2]).

For any non-zero projections P, () acting on a Hilbert space H, one
can show that £(PB(H)Q) # 0 and the space PB(H)Q is extremally
rich by Proposition 11.4 of [BP2]; if A is a C*-algebra with real rank
zero and E(PAQ) # ( for every pair of projections P, @ in A, then every
such a space PAQ is, in fact, extremally rich.

Proposition 4.4. ([BP2, Proposition 11.7]) Let I be a closed
tdeal with real rank zero in a unital C*-algebra A, such that PIQ 1is
extremally rich for any pair of projections such that P € A and Q € 1.
If A/I is extremally rich and E(A/I) consists only of isometries and
co-isometries then A is extremally rich.

Note that the C*-algebra B(H) and its closed ideal XC(H) of compact
operators are known to have real rank zero. The following generalization
of Proposition 4.1 can be proved by applying proposition 4.4.

Theorem 4.5. ([J]) Let E = (E°, E') be a locally finite directed
graph and V the set of sinks. If the subgraph G in Corollary 4.2 is cofinal
then C*(FE) is extremally rich.

Example 4.6. Consider the following graph E.
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The sink v generates an ideal I which is isomorphic to X, the compact
operators acting on an infinite dimensional separable Hilbert space. Set
S = se¢ + s¢. Then S*S =1and SS* =p, <1 =py +py. Thus S'is a
proper isometry. Let 7 be the C*-subalgebra of C*(FE) generated by S.
Since S(1 — 85*) = sy, it follows that sy € 7, hence C*(E) = 7 is the
Toeplitz algebra. Note that the subgraph G in Corollary 4.2 consists of
the simple loop e, and so cofinal and by Theorem 4.5 we see that 7 is
extremally rich, which is known in [Pd]. More generally, if a graph E
consists of a simple loop with n vertices and each of the vertices emits
an edge then we can conclude that the resulting graph algebra C*(F) is
extremally rich.

Recall from Theorem 4.3(e) that if I is a purely infinite and simple
closed ideal of a unital C*-algebra A such that the quotient algebra
A/I is also purely infinite and simple then A is extremally rich. Now
suppose a C*-algebra B has two proper ideals I; C I such that every
possible simple quotient is purely infinite. Then one cannot conclude the
extremal richness of B. In fact, it is known in [LO, Remark 4.10] that
there exists a non-extremally rich unital C*-algebra B (non-separable)
with two proper ideals I; C I3 such that I1, Iz /I, and B/I; are all purely
infinite and simple.

In the following we give a separable unital graph C*-algebra B with
RR(B) = 0 which has exactly three proper ideals and every possible
quotient is purely infinite and extremally rich, but B is not.

Example 4.7. Consider the following finite directed graph F =

(E°, EY).

Since F satisfies condition (K) we see that the graph algebra C*(FE)
has real rank zero by Theorem 3.4 and C*(F) has exactly three proper
ideals by Theorem 2.2. Let H be the smallest hereditary saturated
vertex subset containing v. Then the ideal I(H) corresponding to H is
stably isomorphic to the graph algebra C*(G), where G is a subgraph of
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E with three vertices in the middle of E and four edges connecting them
(Theorem 2.2). Since G is cofinal and satisfies (K) (hence (L)) C*(G)
is purely infinite and simple by Proposition 2.3. Thus I(H) is purely
infinite and simple since it is well known that being purely infinite and
simple is a stable property under a stable isomorphism. Moreover note
that I(H) is essential in C*(F), that is, it has nonzero intersection with
every other nonzero closed ideal. Thus the graph algebra C*(F) is prime
and hence its extreme point set of the unit ball consists of isometries or
co-isometries. Now consider the quotient algebra C*(F)/I(H), then it
is isomorphic to the graph C*-algebra C*(F) by Theorem 2.2, where
F=(E°\H,{e]|r(e) ¢ H}). Since C*(F) is isomorphic to the direct
sum Oy @ O3 of the Cuntz algebra Oy the quotient algebra is extremally
rich. Let si, s2 be two isometries generating the Cuntz algebra Os. If
C*(E) were extremally rich then by [BP2, Corollary 9.3] every extreme
partial isometry of C*(FE)/I(H) should lift. But the partial isometry
u = s;®s! (i = 1,2) is extremal in the quotient algebra C*(E)/I(H) and
cannot lift to an isometry or a co-isometry. This proves the assertion.
Note that C*(F) (and so every ideal) is purely infinite since E satisfies
(L) and every vertex connects to a loop ([BPRS, Proposition 5.3]).

Example 4.8. Let E = (E° E') be a finite graph with E° =
{1,2,3} and E' = {e;; | s(e;j) =r(eij) =1, 1 =1,2,3, 1 =1,2} U {f; |
s(fiy=14,7(fi) =1+ 1,i=1,2}. Then the ideal generated by the vertex
set {3} is purely infinite (in fact, isomorphic to the Cuntz algebra Os)
and essential in C*(E). The quotient (prime) algebra by the ideal is ex-
tremally rich by Theorem 4.3 (e) and has isometries and co-isometries
as extreme points in its closed unit ball. Thus by [LO, Theorem 3.6] we
conclude that C*(E) is extremally rich. More generally one can deduce
by induction that for each n there is an extremally rich prime graph C*-
algebra B with precisely n proper ideals Iy C I C --- C I, and every
possible quotient is purely infinite.
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Direct limit decomposition for C*-algebras
of minimal diffeomorphisms

Qing Lin and N. Christopher Phillips

This article outlines the proof that the crossed product C*(Z, M, h)
of a compact smooth manifold M by a minimal diffeomorphism h: M —
M is isomorphic to a direct limit of subhomogeneous C*-algebras be-
longing to a tractable class. This result is motivated by the Elliott
classification program for simple nuclear C*-algebras [9], and the obser-
vation that the known classification theorems in the stably finite case
mostly apply to certain kinds of direct limits of subhomogeneous C*-
algebras, or at least to C*-algebras with related structural conditions.
(See Section 1.) This theorem is a generalization, in a sense, of direct
limit decompositions for crossed products by minimal homeomorphisms
of the Cantor set (Section 2 of [32]), for the irrational rotation algebras
([10]), and for some higher dimensional noncommutative toruses ([13],
[14], [24], and [5]). (In [32], only a local approximation result is stated,
but the C*-algebras involved are semiprojective.) Our theorem is not a
generalization in the strict sense for several reasons; see the discussion
in Section 1.

There are four sections. In the first, we state the theorem and discuss
some consequences and expected consequences. In the second section, we
describe the basic construction in our proof, a modified Rokhlin tower,
and show how recursive subhomogeneous algebras appear naturally in
our context. The third section describes how to prove local approxima-
tion by recursive subhomogeneous algebras, a weak form of the main
theorem. In Section 4, we give an outline of how to use the methods of
Section 3 to obtain the direct limit decomposition.

This paper is based on a talk given by the second author at the US-
Japan Seminar on Operator Algebras and Applications (Fukuoka, June
1999), which roughly covered Sections 2 and 3, and on a talk given by

Research of the second author partially supported by NSF grants DMS
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2000 Mathematics Subject Classification. Primary 46L55; Secondary
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the second author at the 28th Canadian Annual Symposium on Operator
Algebras (Toronto, June 2000), which roughly covered Sections 1 and 2.
At the time of the first talk, only the local approximation result described
in Section 3 had been proved. We refer to the earlier survey paper [25]
for earlier parts of the story; this paper reports the success of the project
described in Section 6 there.

The first author would like to thank George Elliott, John Phillips,
and Ian Putnam for funding him at the University of Victoria where
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George Elliott, and Tan Putnam for useful discussions and email corre-
spondence. Some of the work reported here was carried out during a
sabbatical year at Purdue University, and he would like to thank that
institution for its hospitality.

§1. The main theorem, consequences, and conjectured conse-
quences

The main theorem is as follows. Undefined terminology is discussed
after the statement.

Theorem 1.1. Let M be a connected compact smooth manifold
with dim(M) =d > 0, and let h: M — M be a minimal diffeomorphism.
Then there exists an increasing sequence

Ay C A CA C---CC*Z,M,h)
of C*-subalgebras of C*(Z, M, h) such that
Ur—oAn =C*(Z, M, h)

and such that each A,, has a separable recursive subhomogeneous de-
composition with topological dimension at most d and strong covering
number at most d(d + 2).

A recursive subhomogeneous algebra (a C*-algebra with a recur-
sive subhomogeneous decomposition) is a particularly tractable kind of
subhomogeneous C*-algebra. See [29], [30], and [25], and also see the
consequences below. We will explain in Section 2 how recursive subho-
mogeneous algebras arise, and we will recall (informally) the definition
there (after Theorem 2.7). A finite direct sum

l

@C(Xk,Mn(k))

k=0
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of (trivial) homogeneous C*-algebras is a special case of a recursive sub-
homogeneous algebra, and the topological dimension is simply maxo<k<:
dim(Xy). (Dimension is taken to be covering dimension; see Definition
1.6.7 of [15].) The condition in the theorem that A, have topological
dimension at most d for all n thus ensures that the resulting direct limit
decomposition C*(Z, M, h) = lim A,, has no dimension growth.

In general, it is not possible to find a representation as a direct
limit (with no dimension growth) of direct sums of corners of trivial
homogeneous C*-algebras. A simple direct limit of this sort must even
be approximately divisible in the sense of [4], by Theorem 2.1 of [11].
However, a crossed product by a minimal diffeomorphism may have no
nontrivial projections (Corollary 3 and Example 4 of Section 5 of [7]).

We will not define the strong covering number here, although some
discussion will be given after Theorem 3.1. We have included it in the
conclusion because the proof of Theorem 3.1 suggests that a bound on
the strong covering number might be necessary for some classification
results.

The requirement that we have a diffeomorphism of a manifold is con-
nected with the appearance of a condition on the strong covering number
in the hypotheses of Theorem 3.1. This also will be discussed after that
theorem. We certainly expect that the theorem will be true for mini-
mal homeomorphisms of finite dimensional compact metric spaces (even,
presumably, compact metric spaces with infinite covering dimension).

We point out here that our theorem does not directly imply the
Elliott-Evans direct limit representation for the irrational rotation al-
gebras [10]. Our theorem gives a representation of an irrational rota-
tion algebra as a direct limit of recursive subhomogeneous algebras with
topological dimension at most 1, while the Elliott-Evans theorem gives
a representation as a direct limit of direct sums of homogeneous C*-
algebras with topological dimension at most 1 (in fact, circle algebras).
We do not recover the results of {13], [14], and [24] (for certain higher
dimensional noncommutative toruses), not only because the algebras in
our direct system are more complicated but also because not all the alge-
bras considered there are even crossed products by diffeomorphisms. We
also do not recover the direct limit decomposition for crossed products
by minimal homeomorphisms of the Cantor set (see Section 2 of [32] for
the local approximation result), because the Cantor set is not a mani-
fold. (Our methods do specialize to this case, but that would be silly,
since our argument is much more complicated.)

Theorem 1.1 has the following consequences for crossed products by
minimal diffeomorphisms. These consequences all hold for an arbitrary
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simple unital direct limit of recursive subhomogeneous algebras, assum-
ing no dimension growth and that the maps of the system are unital
and injective. (Most don’t require the full strength of these hypothe-
ses, but all require some restriction on dimension growth. None require
any hypotheses on the strong covering number.) The proofs are in [30],
and the statements can be found in Section 4 of [25] (except for the
last one, which is actually a consequence of stable rank one). In all of
these, M is a connected compact smooth manifold with dim(M) > 0,
and h: M — M is a minimal diffeomorphism.

Corollary 1.2. (Theorem 3.6 of [30].) The algebra C*(Z, M, h)
has stable rank one in the sense of [33]. That is, the invertible group
inv(C*(Z, M, h)) is dense in C*(Z, M, h).

Corollary 1.3. (Theorem 2.2 of [30].) The projections in

Moo(C*(Z, M, R)) = D M, (C*(Z, M, h))

satisfy cancellation. That is, if e, p, ¢ € Mo (C*(Z, M, h)) are projec-
tions, and if p@ e ~ g® e, then p ~ q.

Corollary 1.4. (Theorem 2.3 of [30].) The algebra C*(Z, M, h)
satisfies Blackadar’s Second Fundamental Comparability Question ([2],
1.3.1). That is, if p, ¢ € Mo (C*(Z, M, h)) are projections, and if 7(p) <
7(gq) for every normalized trace 7 on C*(Z, M, h), then p 3 q.

Corollary 1.5. (Theorem 2.4 of [30].) The group Ko(C*(Z, M, h))
is unperforated for the strict order. That is, if n € Ko(C*(Z, M, h)) and
if there is n > 0 such that nn > 0, then n > 0.

(In the simple case, this is the same as saying that Ko(C*(Z, M, h))
is weakly unperforated in the sense of 2.1 of [8].)

Corollary 1.6. (Theorem 2.1 of [30].) The canonical map
U(C*(Z,M,h))/Us(C*(Z,M,h)) — K,(C*(Z,M,h))
is an isomorphism.

A small part of these results could already be obtained using the
weaker (and much simpler) methods described in Sections 1 and 5 of
[25]. It had already been shown that the order on Ko(C*(Z, M, h)) is
determined by traces (a weak form of Corollary 1.4), and hence that
Ko(C*(Z,M,h)) is unperforated for the strict order (Corollary 1.5).
Also, surjectivity in Corollary 1.6 (but not injectivity) was known.
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The criterion in [3], for when a simple direct limit of direct sums of
trivial homogeneous C*-algebras with slow dimension growth has real
rank zero, is known to fail for simple direct limits of recursive subhomo-
geneous algebras with no dimension growth. (Indeed, it even fails for
crossed products by minimal diffeomorphisms; see Example 5.7 of [25].)
Nevertheless, it appears likely that a suitable strengthening of the con-
dition will be equivalent to real rank zero for such direct limits, and that
the proof will not be difficult. Specializing (for simplicity) to the case of
a unique trace, we obtain the following, which we state as a conjecture.

Conjecture 1.7. Let M be a connected compact smooth mani-
fold with dim(M) > 0, and let h: M — M be a uniquely ergodic minimal
diffeomorphism. Let

7: C*(Z,M,h) — C

be the trace induced by the unique invariant probability measure. Then
C*(Z, M, h) has real rank zero ([6]) if and only if 7.(Ko(C*(Z, M, h)))
is dense in R.

For methods for computing the ranges of traces on the K-theory of
crossed products by Z, we refer to [16].

It might not be terribly difficult to prove that if a simple C*-algebra
A is a direct limit of a system of recursive subhomogeneous algebras
with no dimension growth, and possibly also assuming that the maps of
the system are unital and injective, then real rank zero implies tracial
rank zero in the sense of H. Lin [20]. If so, then the following result of
H. Lin (Theorem 3.9 of [23]) implies classifiability:

Theorem 1.8. Suppose A and B are separable simple unital C*-
algebras with tracial rank zero in the sense of [20]. Suppose that each
has local approximation by subalgebras with bounded dimensions of
irreducible representations. That is, for every finite subset F' C A and
every € > 0, there is a C*-subalgebra D C A and an integer N such that
every element of F' is within ¢ of an element of D and every irreducible
representation of D has dimension at most V; and similarly for B. Then

(Ko(A), Ko(A)+, [14], K1(A)) = (Ko(B), Ko(B)+, [Ls], K1(B))
implies A = B.
In particular, one would have a proof of the following conjecture:

Conjecture 1.9. Let M be a connected compact smooth mani-
fold with dim(M) > 0, and let h: M — M be a uniquely ergodic minimal
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diffeomorphism. Let
7: C*(Z,M,h) — C

be the trace induced by the unique invariant probability measure, and
assume that 7, (Ko(C*(Z, M, h))) is dense in R. Then the crossed prod-
uct C*-algebra C*(Z, M, h) is classifiable.

We will not give a precise definition of “classifiable” here.

We note that H. Lin’s classification theorem has no hypotheses in-
volving slow dimension growth, and does not even require a direct limit
representation; only local approximation is needed, and the condition
on the approximating algebras is weak. (Indeed, H. Lin has other clas-
sification theorems which don’t even require local approximation, but
do require further restrictions on the K-theory.) However, at least with
our current state of knowledge, the direct limit representation in The-
orem 1.1, including the no dimension growth condition, seems to be
needed to verify the other hypotheses of Theorem 1.8. For example,
simple direct limits that don’t have slow dimension growth need not
even have stable rank one [35].

Since C*(Z, M, h) always has stable rank one, if it doesn’t have real
rank zero then it has real rank one. However, most of the currently
known general classification theorems apply only to algebras with many
projections, and those that don’t are much too restrictive in other ways
(such as assuming trivial K-theory). In particular, the C*-algebras cov-
ered by [17] and [12] are approximately divisible (as discussed above),
and the theorems of H. Lin (see [21] and [22]) require a finite value of
the tracial rank, the definition of which again requires the existence of
many nontrivial projections. However, as mentioned above, the example
of Connes shows that C*(Z, M,h) may have no nontrivial projections.
There is a classification theorem [19] for a special class of direct limits
which includes simple C*-algebras with no nontrivial projections, but
the building blocks there are much more special than those appearing
in our theorem.

We are hopeful that the approach of [17] and [12], which now covers
simple direct limits, with no dimension growth, of direct sums of homo-
geneous C*-algebras (actually, a slightly larger class), can be generalized
to cover simple direct limits, with no dimension growth, of recursive sub-
homogeneous algebras, possibly with the added restriction of no growth
of the strong covering number. One reason for optimism (as well as
for the belief that conditions on the strong covering number might be
necessary) is the successful generalization of exponential length results
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from the case of trivial homogeneous C*-algebras to recursive subhomo-
geneous algebras; see Theorem 3.1 below. The related results for the
trivial homogeneous case (see Theorems 3.3 and 4.5 of [28]) depended
heavily on the existence of many projections, but in the proof of The-
orem 3.1 we had to learn to handle situations with no nontrivial pro-
jections at all. However, we do not know whether Theorem 3.1 is even
true without the condition on the strong covering number. (See the dis-
cussion after the statement of that theorem.) We included the bound
on the strong covering number in Theorem 1.1 because of the possibil-
ity that it might be necessary for our suggested approach to proving a
classification result, or perhaps even for a classification result to hold.

In any case, a generalization of the methods of [17] and [12] is likely
to be very difficult. Possibly the situation will be improved by a gener-
alization of H. Lin’s methods that is strong enough to apply to simple
C*-algebras which contain no nontrivial projections.

§2. Modified Rokhlin towers

Throughout this section, M is a compact metric space and h: M —
M is a minimal homeomorphism. (The requirement that M be a mani-
fold will not be needed until the next section.) We let u denote the imple-
menting unitary in C*(Z, M, h), so that ufu* = foh~! for f € C(M).
We start with a definition.

Definition 2.1. Let Y C M, and let x € Y. The first return time
Ay (z) (or A(z) if Y is understood) of x to Y is the smallest integer n > 1
such that h™(z) € Y. We set A(z) = oo if no such n exists.

The following result is well known in the area, and is easily proved:
Lemma 2.2. If int(Y) # &, then sup,cy A(z) < oo.

Let Y C M withint(Y) # @. Let n(0) < n(1) < --- < n(l) (or, if the
dependence on Y must be made explicit, ny (0) < ny (1) < --- < ny(ly))
be the distinct values of A(z) for x € Y. The Rokhlin tower based on a
subset Y C M with int(Y') # @ consists of the partition

l
Y =] [{z € Y: Mz) = n(k)}

k=0

of Y (the sets here are the base sets), and the corresponding partition

n(k)—1
M= L[ ]_I W ({z € Y: Az)=n(k)})

k
k=0 j=0
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of M. Note that h acts like a cyclic shift except on the top space
({2 € Vi M=) = n(k)})

of each “tower”

n(k)—1

]_I K ({z € Y: Az) = n(k)}).

=0
Actually, for our purposes it is more convenient to use the partition

1 n(k)

M=]]]I#»({zeY:Az)=n(k)}).

k=0 j=1

Note that

k=0

so that h now acts like a cyclic shift on the towers, except on Y itself.

We will be interested in arbitrarily small choices for Y, in particular
with arbitrarily small diameter and for which the smallest first return
time ny (0) is arbitrarily large. If M is totally disconnected, then we
may choose Y to be both closed and open. In this case, the sets

Yy = {z € Y: Az) = n(k))

are all closed, and there is a composite homomorphism ~q given by

1 n(k) !
c(M) — PPt (vi) = @Pe)m®,
k=0 j=1 k=0

which is in fact an isomorphism. The formula is

Yo(f) = ((fohlyy, .-s FOR™Oy), oo, (Fohly, ..o, Foh™Dly)).

See [31] for the exploitation of this idea.

In order to have a C*-algebraically sensible codomain for vy, we
must insist that the sets Yy be closed. However, the spaces M we are
interested in are connected, so we are forced to choose

Vi ={z€Y: \z)=n(k)}
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instead. The sets h/(Y}) are no longer disjoint (although they certainly
cover M), so our map

l
Y: C(M) — @)™,
k=0

while still injective, is no longer an isomorphism.

Next, define
Sk € Mn(k) ccC (YkaMn(k))
by
(0 0 0 0 1\
1 0 0 0 O
0 1 0 0 O
s=| 0o AR
0 0 1 0 0
Ko 0 01 0)
and define
!
8= (S0,81,---,8 E@C’ Yk,
k=0

Then s is unitary. Identifying C(Y})™*) with the diagonal matrices
in C (Yk, My(x)) in the obvious way, one can check that if f € C(M)
vanishes on Y, then

Yo(ufu') =o(f o h™1) = s70(f)s"

The calculation uses the fact that

l
Y =W
k=0

and in fact our choice to start our towers at h(Yy) rather than at Yy was
made to have this formula work correctly when f vanishes on Y (rather
than when f vanishes on h=1(Y)).

This relation allows us to extend 7o to the following subalgebra of
C*(Z, M, h):
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Definition 2.3. For any closed subset Y C M, we define
AY)=C" (C(M), uCo(M \ Y)) C C*(Z,M,h),

the C*-subalgebra of C*(Z, M, h) generated by C(M) and uCo(M \ V).
Here, we identify Cy(M \ Y) in the obvious way with the subalgebra of
C(M) consisting of those functions vanishing on Y. We use the analo-
gous convention throughout the paper.

Proposition 2.4. Suppose M is a compact metric space, and let
h: M — M be a minimal homeomorphism. Let Y C M be closed with
int(Y') # @. Then there exists a unique homomorphism

l

vy AY) — @C (Yie, My(r)
k=0

such that if f € C(M), then

vy (f)k = diag (f o hly,, f o h?ly,, ..., foh™®)|y,)

and if f € Co(M \Y), then

(v (uf))k = seyy (k-

Moreover, vy is unital and injective.

We now introduce a slight twist on these ideas.

Definition 2.5. Let Y C M be closed with int(Y) # @&. Let
S C int(Yp) be closed. Define

ex(S) = {h(S),h2(S),...,h"O(S)},

which is a collection of disjoint closed subsets of M. Define C(M )ex(s)
to be the set of all f € C(M) such that f is constant on T for every
T € ex(S). (The constant value is allowed to depend on T.) Define
A(Y, S) to be the C*-subalgebra of C*(Z, M, h) given by

A<Y’ S) =C* (C(M)BX(S)a U {CO(M \ Y) N C(M)ex(S)]) C A(Y)

As we will see below, the point of this definition is that (when
int(S) # @) we can construct useful unitaries in C*(Z, M, h) which
commute with (most of) A(Y,S). (See Step 9 in the proof outline in
Section 3.)
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It is not obvious what the image

l

1w (A(Y,S)) Cc B C (Ye, Mury)
k=0

looks like, and working with it directly threatens to be very complicated.
Fortunately, the essential properties can be abstracted in a tractable
way; the result is what we call a recursive subhomogeneous algebra. (The
definition of a recursive subhomogeneous algebra was in fact invented for
exactly this purpose.) First, we recall the notion of a pullback.

Definition 2.6. Let A and B be C*-algebras, and let a third C*-
algebra C' and homomorphisms ¢: A — C and ¢: B — C be given. The
pullback (also called fibered product or restricted direct sum) is

A®cB=A®c . B={(a,b) € A® B: p(a) = (b)}.

If the maps ¢ and 9 are understood, we will write A ¢ B.

Theorem 2.7. Let M be a compact metric space, and let h: M —
M be a minimal homeomorphism. Let Y C M be closed with int(Y') #
. Let S C int(Yp) be closed. Then there exist closed subsets

v c oy, c vi

for 1 < k < I, and homomorphisms ¢; and ¢y, (with ¢ being just
the restriction map) such that the image vy (A(Y,S)) is equal to the
subalgebra

[' € (Yo, Mu©) s Bo(v® at, )00 C (Y1 Mar)) ]

@C(YZ(O),Mn(Q)),cpz,wZC (Y% Mn@))] o ]
@C(YL(D)’Mn(z)),@l,wzC (Yl, Mn(l))
of @Lzo C (Yk, Mn(k)). Here, by analogy with Definition 2.5, we set
C (YO,Mn(O))S = {f eC (Yo,Mn(o)) : f is constant on S} .

A C*-algebra given as an iterated pullback as in the conclusion of
this theorem, in which the algebras have the form C (X k,Mn(k)), the
maps , are unital, and the maps 1 are unital and surjective, is called
a recursive subhomogeneous algebra. We refer to Section 2 of [25] for
a more careful definition, for some useful associated terminology, and
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examples; to Section 3 of [25] for a discussion of the proof of Theorem 2.7
(in the case S = ©@); and to Section 4 of [25] for a discussion of why
the concept of a recursive subhomogeneous decomposition is useful and
what can be done with it. We recall here that the topological dimension
is the largest dimension dim(Xy). Unfortunately, it depends on the
particular decomposition; see Example 2.9 of [25]. We will always have
a decomposition in mind, usually coming from Theorem 2.7.
The next difficulty we face is that the unitary

l
§= (SOa 1y Sl) S @C (Yka Mn(k))
k=0
is not in the image of A(Y). (When M is totally disconnected and Y
is both closed and open, there is no problem: the image of vy is all of
@2:0 C (Yk, Mn(k)) .) The cure for this problem is the following lemma,

which however requires that we look at two nested subsets Y and Z,
along with the associated subalgebras A(Y) and A(Z).

Lemma 2.8. Let M be a compact metric space with finite cov-
ering dimension d, and let h: M — M be a minimal homeomorphism.
Let Y € M be closed with int(Y) # @. Then every point of int(Y)
has a neighborhood U C int(Y) such that for every closed set Z C U
with int(Z) # &, and every closed subset S C int(Zy), there is a unitary
v € A(Z,S) such that vf = uf in C*(Z, M,h) whenever f € C(M)
vanishes on Y.

The condition on U used in the proof is that there are at least
max (1, %d) images of U under positive powers A" of h, with r less than
the smallest first return time of U to itself, which are contained in int(Y).
Under this condition, the first step in the construction of v is an approx-
imate polar decomposition, in the recursive subhomogeneous algebra
vz(A(Z,S)), of ug for a suitable function g € C(M)ex, sy Which, in
particular, is required to be equal to 1 on M \ int(Y) and to vanish on
Z.

It isn’t in general true that int(Z) # @ implies int(Zp) # @, al-
though it happens that the sets we use in the diffeomorphism case au-
tomatically have int(Zx) # @ for all k.

To sum up: We have what might be called the “basic construction”
for weak approximation in C*(Z, M, h) (not to be confused with the
basic construction of subfactor theory), namely a triple (Y, Z,v) (or a
quadruple (Y, Z, S, v)) consisting of closed subsets with

ScCint(Zg)cZCcimt(Y)CYC M
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(or, if S is not present, at least int(Z) # @), and a unitary v € A(Z, S)
(A(Z) if S is not present) such that vf = uf in C*(Z, M, h) whenever
f € C(M) vanishes on Y. We say weak approximation here because we
have not approximated u in norm; rather, we have a unitary v € A(Z, S)
which “acts like w” (that is, like ) on most of the space M. In particular,
this construction is not the same as what we call a “basic approximation”
in [26]. The basic approximation, of which we describe an easier form in
the next section, does permit the norm approximation of u, but requires
two nested basic constructions and an additional unitary.

§3. An outline of the proof of local approximation

In this section, we outline the proof of a weak form of Theorem 1.1,
namely that if h: M — M is a minimal diffeomorphism of a connected
compact smooth manifold M with dim(M) > 0, and if F C C*(Z, M, h)
is a finite set and € > 0, then there is a recursive subhomogeneous
algebra A C C*(Z, M, h) which approximately contains F' to within e.
This result requires most of the machinery needed for the proof of the
full direct limit decomposition result.

The crucial ingredient not yet mentioned is related to Loring’s ver-
sion [27] of Berg’s technique [1]. This method (described in Step 7 be-
low) requires a priori bounds on the lengths of paths connecting certain
elements in the unitary groups of hereditary subalgebras of recursive
subhomogeneous algebras. This is an exponential length problem in
the sense of [34]. We therefore begin by stating our exponential length
result; we require some terminology.

First, if A is a unital C*-algebra and B C A is a hereditary subal-
gebra, we define the unitary group U(B) to be

UB)={uecU(A): u—1¢€ B}.

(This is the same as a common definition in terms of the unitization B +
of B, namely

UB)={uecU(B"):u—-1€ B}.

Moreover, if B is actually a corner, then this group can be canonically
identified with the usual unitary group of B.) Further, let

A= [ " [ [C (X0, Mn (o)) Do (xO,M,q4)) ¢ (leMn(l))]

Gac(Xz(O))Mn(Z)) C (X27Mn(2))] . :| @C(XI(O),Mn(z)) C (Xl)Mn(l))



120 Q. Lin and N. C. Phillips

be a recursive subhomogeneous algebra. If B C A is a hereditary sub-
algebra and = € X}, for some k, then we define rank,(B) to be the rank
of the identity in the image of B in the finite dimensional C*-algebra
M,y under the map ev, given by point evaluation at z € Xj. If
v € U(A), then we say that det(v) = 1 if det(ev,(v)) = 1 for all k£ and
all x € Xj. (Although determinants are not well defined in recursive
subhomogeneous algebras, one can show that the condition det(v) = 1

is well defined.)

Theorem 3.1. Let d, d’ > 0 be integers. Then there is an integer
R such that the following holds.

Let A be a recursive subhomogeneous algebra which has a separable
recursive subhomogeneous decomposition with topological dimension at
most d and strong covering number at most d’. Let B C A be a hered-
itary subalgebra such that rank,(B) > R for every z in the total space
of A. Let v € U(B) satisfy det(v) = 1 and be connected to 1 by a
path t — v; in U(B) such that det(v;) = 1 for all t. Then there is a
continuous path from v to 1 in U(B) with length less than 4w (d’ + 2).

At this point, we should give a brief indication of the significance of
the strong covering number. We explained in Section 4 of [25] how to
use relative versions of the subprojection and cancellation theorems for
C(X, M,,) to obtain analogous theorems for recursive subhomogeneous
algebras. Theorem 3.1, however, is an exponential length theorem, and,
at a crucial step in its proof, we have only been able to prove an approxi-
mate relative theorem for C(X, M,,). (See Theorem 6.2 of [25].) Roughly
speaking, errors accumulate everywhere that the recursive subhomoge-
neous decomposition of A specifies that two algebras be glued together.
The strong covering number gives a limit on how often a neighborhood
of a particular point in one of the base spaces is involved in such a gluing.
It is a strengthened version of the most obvious notion (the “covering
number”); the more obvious version proved to be technically too weak.

The definition of the strong covering number is somewhat compli-
cated, and is omitted; instead, we illustrate with an example. Let X be
a compact metric space, let F be a locally trivial continuous field over X
with fiber M,,, and let I'( ) be the corresponding section algebra. Then
any finite cover Xo, X1,...,X; of X by closed subsets, such that F|x,
is trivial for each k, induces a recursive subhomogeneous decomposition
of I'(E). (See the proof of Proposition 1.7 of [29] and Example 2.8 of
[25].) It can be shown that the strong covering number of this recur-
sive subhomogeneous decomposition is the order (as in Definition 1.6.6
of [15]) of the cover of X by the sets Xy, X1, ..., X), that is, the largest
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number d such that there are distinct rg,rq,...,7rq for which

d
(] X-, #2.

J=0

Note the parallel with the definition of the covering dimension (Defini-
tion 1.6.7 of [15]).

At this point, we can explain how we use the condition that we have
a diffeomorphism of a manifold. Let Y C M satisfy int(Y') # &. Our
method for bounding the strong covering number requires that there be
an integer m such that, for any m+41 distinct integers rg,ry,...,7m € Z,
we have

ﬁ h"(JY) = @.
=0

When h is a minimal diffeomorphism of a compact manifold, this is
arranged as follows. First, require that Y be a smooth submanifold (of
codimension 1). Then perturb 8Y by an arbitrarily small amount, so
that all finite sets

K (9Y), h™(8Y), ..., k™™ (dY)

of distinct images of 9Y under powers of h are jointly mutually trans-
verse. This means, first, that h™(9Y) and h" (9Y) are transverse (see
pages 28-30 of [18]) whenever rg # r1, so that A™(8Y) N h™(JY) is
a smooth submanifold (of codimension 2; see the theorem on page 30
of [18]); that h™(8Y) and h™(8Y) N h™ (JY) are transverse whenever
To, 1, and 7o are all distinct, so that A" (9Y) N A" (Y )N A™2(JY) is a
smooth submanifold (of codimension 3); etc. These conditions guarantee
that the intersection of any dim(M)+1 distinct images of Y under pow-
ers of h will be empty. (Note, however, that the resulting upper bound
on the strong covering number turns out to be dim(M)(dim(M) + 2),
not dim(M). The situation is much more complicated than for section
algebras of locally trivial continuous fields.) We thus have:

Proposition 3.2. Let M be a connected compact smooth man-
ifold with dim(M) = d > 0, and let h: M — M be a minimal diffeo-
morphism. For every x € M and open U C M with « € U, there is
a closed set Y C M with z € int(Y) C Y C U such that for every
closed set S C int(Yy) (notation as in Section 2) which is homeomor-
phic to a closed ball in R¢, the subalgebra A(Y, S) satisfies the following
properties:
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e The recursive subhomogeneous decomposition of Theorem 2.7 has
topological dimension equal to d.

e The decomposition of Theorem 2.7 has strong covering number
at most d(d + 2).

e In the notation of Theorem 2.7, we have Yk(o) C 9Y}, for all k.

We hope that if h is a minimal homeomorphism of a finite dimen-
sional compact metric space, then one might be able to substitute a
dimension theory argument for transversality in the above. We have not
yet had time to look into this. What to do about infinite dimensional
compact metric spaces (such as (S1)%) is less clear.

Now we start the outline of the proof of local approximation. We
fix a connected compact smooth manifold M with dim(M) > 0 and a
minimal diffeomorphism h: M — M.

Step 1. It suffices to prove the following: Let

fisfas oy fm € C(M) C C*(Z, M, h)

be a finite collection of functions, and let € > 0. Then there is a re-
cursive subhomogeneous algebra A C C*(Z, M, h) which approximately
contains {f1, fa,---, fm,u} to within . (The reason is that C(M) and
u generate C*(Z, M, h) as a C*-algebra.)

Step 2. Choose § > 0 so small that the functions fy, fa,..., fm
are all approximately constant to within %s on every subset of M with
diameter less than 6. Choose an integer R following Theorem 3.1 for
the number d = dim(M) and for d’ = d(d + 2), and also with R >
max (1, %d) Choose an integer N so large that

dn(d +2)
N

< €.

Step 3. Choose a quadruple (Y(l), AONCS vl), as described at the
end of the previous section, consisting of closed subsets with

@ #int(S) € S Cint (2§M) € Z2W cint (YO) c YD ¢ M

and a unitary v; € A (Z(l), S) such that v1 f = uf in C*(Z, M, h) when-
ever f € C(M) vanishes on Y1), We also require that the conclusions
of Proposition 3.2 be satisfied. Let n1(0) < n1(1) < -+ < ny(ly) be
the first return times ny1)(0) < nym (1) < -+ < nym (Iya). We then
further require that the sets involved be so small that:
e The sets Y, p=1 (YD) | ..., A=V (Y() are pairwise disjoint
(whence n;(0) > N).
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e Thesets YU, p=L (YD) ..., A=N (Y(})) all have diameter less
than 6.

e The sets h(S), h%(S), ..., h™(9(8) all have diameter less than
b.

e Each of the sets h(S), h2(S), ..., h(0(S) is either contained in
one of YU p—1 (Y(l)) ..., hN (Y(l)) or is disjoint from all of
them.

(Note that we choose S after having chosen Y (1))
Step 4. Choose a triple (Y(Q), AQS vg), as described at the end of
the previous section, consisting of closed subsets with

@ #int (Z@) c 2™ cint (Y®) C Y@ Cint(S)

and a unitary vo € A (Z(2>, S) such that vo f = uf in C*(Z, M, h) when-
ever f € C(M) vanishes on Y(?). Again, we also require that the conclu-
sions of Proposition 3.2 be satisfied. Let ny(0) < ny(1) < --- < na(lz) be
the first return times ny(2)(0) < ny @ (1) < --- < nye (ly@). Let B C
A (Z (2)) be the hereditary subalgebra generated by Cj (int (Y(l))) -
C(M). We then further require that Z(?) be so small that v, (B),
as a hereditary subalgebra of the recursive subhomogeneous algebra
Yz (A (Z2@)), satisfies rank, (v (B)) > R for all z (in the sense
discussed before Theorem 3.1). (This is accomplished by requiring that
there be at least R images of Z(?) under positive powers h” of h, with
r < ny(0), which are contained in int (Y (1))

Step 5. Observe that the relations v; f = uf in C*(Z, M, h) when-
ever f € C(M) vanishes on Y) imply that vivaef = f whenever f €
C(M) vanishes on Y1), From this one can deduce that viv, € U(B).
With the help of the condition rank, (v (B)) > max (1, 5d), it is pos-
sible to alter the choice of v5 so that, in addition to the conditions we al-
ready have, also z = v (viv2) € U (752 (B)) satisfies det(z) = 1 and
is connected to 1 by a path t — z; in U (v (B)) such that det(z;) =1
for all t. (For the meaning of these conditions, see the discussion before
Theorem 3.1.) Then also viv; = (vivy)" satisfies these properties.

Step 6. Apply Theorem 3.1 to find a path in U(B) from vjvs to
1 with total length less than 47(d’ + 2). Using a suitable subdivision of
the domain of this path, find unitaries

*
V3V = Wo, Wi, ..., WN—1, Wy = 1 € U(B)

such that
Am(d + 2)

oy —wyoafl < T <

N
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for1<j < N.
Step 7. Define

w = Wq (u“lwlu) (u_2w2u2) <. (u_NwNuN).

Then w is a unitary in C*(Z, M, h) with the following properties:

(1) w commutes with every f € C(M) which is constant on each of
the sets

YO =t (YD), RN (YW).

(2) w commutes with uv3.
(3) ||lwow* — vy < e.

We will say something below about how these results follow. Some of
the ideas are related to calculations in Section 6 of [31] and Section 2 of
32].

Step 8. Set

D =C* (w3, A(ZW, S)) c C*(Z,M,h) and A=wDuw".

We show that A approximately contains fi, f2,..., fm, and u to
within €.

Let T1, T3, ..., T, be the sets YV, p=1 (YD) | .../ h=N (Y to-
gether with all of the sets h(S), h2(S), ..., h™(9)(S) which are not con-
tained in any of the images of Y1) listed above. By the construction in
Step (3), the sets T}, T5, ..., T, are pairwise disjoint and have diameter

less than 6. The functions fy, fo,..., f, are all approximately constant
to within %6 on every subset of M with diameter less than é (by Step 2),
so there exist functions g1, ¢92,...,9m € C(M) which are actually con-

stant on the sets T1,T5, ..., T, and satisfy ||g; — f1]| < e for 1 <i <m.
These functions are then constant on all of

YO p=t (YD), . AN (YD) and  R(S), K2(S), ..., h™O(S).
Now g; € A (Z(l), S) C D and (by Step 7 (1)) w commutes with
91792) . "?gm7 SO 91,927- . ,gm - wa* = A

We also have w (uv3 - v1) w* € A. Using the relations w (uv}) w* =
uwvy and ||wviw® — ve|| < e from Step 7, we get

|w (uwvl - v1) w* — ul| = |Jw (wvd) w* - woyw* — v - Ve < e.

So u is approximately in A.
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Step 9. The algebra D, and hence A = wDw?*, is a recursive
subhomogeneous algebra with topological dimension d and strong cov-
ering number at most d’ = d(d + 2) (that is, no more complicated than
A (Z ), S)) This step is where S is used in an essential way.

Let’s assume for simplicity that sp (uv3) is the whole unit circle S*.
Then it turns out that D is a pullback

D= A(Z(1)> S) @Mnl(o),%ﬂ) C(Sl7Mn1(0))'

The map t: C (S, My, (0)) — M, (o) is evaluation at 1 € S'. The map
p: A(Z ) S) — My, (o) is the evaluation on the set S in the recursive
subhomogeneous decomposition described in Theorem 2.7. (This is re-
ally a point evaluation, because the elements of A(Z 1, s ) are constant
on S.) The unitary uvi corresponds to the pair

(1, diag (z,1,...,1))

in which z is the identity function ¢ — ¢ in C(S?).

The key relation here is that uwvi acts as 1 off A(S). Thus, if f €
C(M) vanishes on h(S), then (uvy) f = f(uv3) = f. If in addition f
vanishes on Z(1) then (uv3) (uf) = (uf) (wvi) = uf. These relations
imply, for example, that uv] commutes with all elements of Ker(yp) C
A(ZzM, 8).

The verification of the isomorphism with the pullback requires lots of
functional calculus. For example, one needs to define suitable homomor-
phisms with domain D = C* (uvg, A (Z N S)), or at least determine
somehow all the elements of this C*-algebra. We omit further discus-
sion, except to note that it is much easier to demonstrate that there is
an exact sequence

0 — Ker(yp) — D — C(S*, My, 0)) — 0,

as should certainly happen for a pullback with surjective maps. This
exact sequence implies (using Theorem 2.16 of [29]) that D is a recursive
subhomogeneous algebra with topological dimension d, but doesn’t give
anything about the strong covering number.

This finishes the outline of the proof of local approximation.

Let us now return to the explanation of Step 7. We first explain
the significance of w, in a greatly simplified context—so much simplified
that it does not satisfy the hypotheses of this section. Then we give an
outline of how to prove the claimed properties in our case.
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For the simple context, let us assume that

ZW=y® and M=]]HW(2W).

=1

(We ignore S, since it is not relevant for this step.) In this case, note
that Z(gl) = ZW) that n = n;(0), and that v, induces an isomorphism
A (Z(l)) =~ M, (C (Z(l))), under which functions constant on each of
the sets

YO, Rt (YD) L RN (YD)

are sent to the diagonal matrices in M, (C (Z("))), the last N + 1 diag-
onal entries of which are constants. (Our simplifying assumptions imply
that A9 (Z(M)) = pn=3(ZM).)

Let us further assume we have an h-invariant Borel probability
measure g on M, and that C*(Z,M,h) is represented faithfully on
L?(M,p) with C(M) acting as multiplication operators and u acting
as ué = £ o h~1. There is a direct sum decomposition

L*(M,p) = @LQ (W (zW)),

which determines an identification of L(L*(M,p)) with M, (L? (Z(l)))
which is compatible in a suitable sense with the isomorphism ~, ). Fur-
ther let e; be the projection onto L?(h7 (Z(V))). With respect to this
identification, we can write

0 0 0 0 u®
(1 O --- -+ 0 0 0 \
O 1 -~ -~ 0 0 0

u = 9
00 -« - 10 0
\0 o --- -+ 0 1 0 )

with u(®) € ey L(L?(M, u))e,. (Note that it is equal to the shift matrix
so considered in Section 2, except for the upper right corner.) Similarly,
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we can write

( 0 0 0 v§°)\
0O --- --- 0 0 0
0O 1 --- --- 0 0 0
Uj:
00 -« ... 10 0
\0 o --- --- 01 o0 )

Again, the difference is in the the upper right corner, but note that v,
and v, are now in A (Z(z)).
In this situation, we let w; = epw;ep, and identify w as

: / / / /
w:dlag(l, 1, ..., 1, wN,wN_l,...,wl,wO).

(We have used the fact that n > N + 1.) Now Condition (1) of Step 7
follows from the fact that w is block diagonal and that functions in
C(M) constant on each of the sets

YO p=t (Y®) RN (Y W)

are diagonal matrices, the last N 4+ 1 diagonal entries of which are con-
stants. For Condition (2) of Step 7, we calculate:

uvy = diag (u(o) (véo))*, 1,1, ..., 1) .

This element clearly commutes with w. (The worst case is n = N + 1;
then, recall that wy = 1.) For Condition (3) of Step 7, we estimate
instead ||w — vowvy||. (This is easily seen to be equivalent.) A compu-
tation shows that

vowv] = diag (véo)w{)(vg)))*, Loy 1,1, why, .., wh, w'l)
=diag (1,1, ..., 1, 1, wh, ..., wh, w}).

(The entries of w have all been moved one space down the diagonal. In
addition, the new first entry has been modified. Since wg = v3v;, we

have wj, = (vgo))* v§0).) Therefore, using wy = 1, we get

|w — vowo}| = max |lw; —w;_1| <e.

1<j<N
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In the actual situation, we work inside C*(Z,M,h). Let B C
C*(Z,M,h) be the hereditary subalgebra of Step 4. For the matrix
decomposition, we substitute the fact that the hereditary subalgebras

B, uw 'Bu, v ?Bu?, ..., u NBuN
] b) b 3

are orthogonal in C*(Z, M, h). This follows from the fact that the sets

YO A=t (YD) RN (YD)
are pairwise disjoint. As a consequence, the factors
wo, u_lwlu, u_zwzuz, RN u Nwyu®

of w, which are in the unitary groups of these hereditary subalgebras, all
commute with each other, and also with any function f € C(M) which
is constant on each of the sets

YW p=t (Y W) oo RN (YD),
When proving that w commutes with uv3, it helps to show first that
u_jwjuj = vz_jwjvg

for 0 < j < N. In fact, this is true if w; is replaced by any b €
C*(Z, M, h) which differs by a scalar from an element of B. For the
verification of the norm estimate in Condition (3) of Step 7, one needs
in addition the following fact, which is the analog of the estimate on the
difference of diagonal matrices above: if Cy,C1,...,Cy are orthogonal
hereditary subalgebras in a C*-algebra A, and if y;, z; € U(Cj) for
0 <j <N, then

lyoys -+ YN — 2021 - 2N || = R ly; — 2]l

§4. Direct limit decomposition

We give here a very brief approximate outline of the modifications
necessary to achieve the direct limit decomposition of Theorem 1.1, as
opposed to merely local approximation. The previous section describes
the construction of a (simple version of) a single “basic approximation”,
and the problem is to arrange successively better ones so as to obtain
an increasing sequence of subalgebras of C*(Z, M, h). As will be clear,
putting everything together requires complicated notation, and there are
interactions between the modifications described below which we do not
have room to discuss here.
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First, the unitary corresponding to w in each new basic approxima-
tion must commute with all elements of the subalgebra A (Z (2)) from the

previous one. This requires two changes. The old subalgebra A (Z (2))
must be replaced by A (Z (2), T) for some suitable T', and the new set
Y must be contained in T'. Also, the sequence

v3v1 = Wo, Wi, ..., WN—1, WN = 1 € U(B)

used to construct the new w must now consist of constant subsequences,
the lengths of which are certain return times associated with the old
AQN

Second, having constructed one approximating subalgebra, say Ao,
the next one, say A;, will be slightly “twisted” with respect to A,
even with the adjustment above. To straighten this out, it is necessary
to modify Ag by replacing v, in the construction by a nearby unitary.
Then, after constructing Az, one must further modify the unitaries v
associated with both A; and Ag, etc. Enough control must be main-
tained that the sequences of modifications converge to unitaries not too
far from the original choices.

Third, even apart from the “twisting” referred to in the previous
paragraph, the use of the subsets S leads to problems with the expected
inclusion relations between subalgebras. Suppose, for example, we have
closed subsets Y and Z, satisfying the conclusions of Proposition 3.2,
with associated first return times

ny(0) <ny(1) <---<ny(ly) and nz(0)<nz(l)<---<mngz(lz),
and with corresponding subsets
YooY, ..., Y, cY and 2%y, 7y, ..., 2, C Z.
Suppose that
@ # S Cint(Zy) C Z C int(Yo)

(in particular, Z C Y'), and that nz(0) > ny(0) (this is the relevant
situation, because arbitrarily good approximations require arbitrarily
large values of the smallest first return time). We have A(Y) C A(Z),
because every function in C(M ) which vanishes on Y also vanishes on Z.
However, it is not true that A(Y,S) C A(Z,S). In fact, C(M)NA(Z, S)
consists of those functions in C(M) that are constant on the sets

h(S), h2(S), ..., h"z(0)(s),
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C(M) N A(Y,S) consists of those functions in C(M) that are constant
on the sets

h(S), h*(S), ..., h"v©(s),
and ny (0) < nz(0), so C(M)NA(Y,S) S C(M)N A(Z,S).

To fix this problem, it is necessary to replace the single set S in the
construction of A(Y,S) by a whole family of subsets. One must require
that whenever h7(S) C Y, with 0 < j < nz(0), then there is k with
h7(S) C int(Yx). Then one uses the collection of all such h?(S), rather
than just S itself, with the obvious modification to account for the fact
that they are no longer all subsets of int(Yp). The resulting subalgebra
is a proper subalgebra of A(Y,S).

In the inductive construction of an increasing sequence of approx-
imating subalgebras of C*(Z, M, h), this works out as follows. First,

one constructs an approximating algebra A((JO). Then one constructs an

approximating algebra Agl), incorporating the first two modifications
discussed above, and using a sufficiently small set S. Next, one replaces
A[()O) by a smaller algebra A(()l), using the approach outlined in the pre-

vious paragraph on the algebra A (Z 1 s ) appearing in the definition
of A(()O), but with the set S from the construction of Agl). That done,
one constructs Agz)_ Then it is necessary to go back and replace both
Agl) and Agl) (in that order) by smaller subalgebras AgQ) and Agf) ,in a
similar way. This procedure continues for all n.

There are two problems. First, ﬂzozn Agf) must still be large enough

to approximate not too badly the finite set that the first algebra Aq(qn) was

constructed to approximate. Second, (o Aglk) must still be a recur-
sive subhomogeneous algebra with topological dimension at most d and
strong covering number at most d(d + 2). Since subalgebras of recursive
subhomogeneous algebras need not even be recursive subhomogeneous
algebras (see Example 3.6 of [29]), this requires work. The construction
of the subalgebra A(Y, S) can be viewed as identifying the subset S of Y’
to a point. By the time the inductive process of the previous paragraph
is complete, one must identify infinitely many subsets of Y to (distinct)
points, in such a way that the resulting space is not only Hausdorff (there
is trouble even here) but in fact has dimension no greater than dim(Y).
The details are quite messy.
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Single generation and rank of C*-algebras

Masaru Nagisa

§1. Introduction

We mainly treat a separable C*-algebra A in this article. Let S be
a subset of A,,. We call S a generator of A when any C*-subalgebra B
of A containing S is equal to A, and we denote A = C*(S). If S is finite,
then we call A finitely generated and we define the number of generators
gen(A) by the minimum cardinality of S which generates A. We denote
gen(A) = oo unless A is finitely generated. We call a C*-algebra A singly
generated if gen(A) < 2. Indeed, if A = C*(z,y) for z,y € As,, then
any C*-subalgebra B of A containing the element x + /=1y is equal to
A.

There are many works on single generation of operator algebras.
Many of them concern to von Neumann algebras ([2],[6],[17], [19], [20],
[24]). Concerning to C*-algebras, there are interesting works of D.
Topping([22]), C. L. Olsen and W. R. Zame([15]). With related to them,
we introduce the recent work ([11],[12]) of singly generated C*-algebras
in the next section and mention the relation between singly generated
C*-algebras and their ranks in the last section.

§2. Single generation of C*-algebras

Let S be a subset of a C*-algebra A satisfying A = C*(S). If A is
unital, then {s 4 2||s|| | s € S} also generates A. So we may assume
that an element of S is invertible. We mention about the fundamental
property of gen(-) without the proof.

Lemma 1. [12] Let A and B be C*-algebras.

2000 Mathematics Subject Classification. Primary 46L05; Secondary
46135, 46L10.
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(1) gen(A) = gen(A), where A is the C*-algebraic unitization of A.
(2) If A and B are subalgebras of a C*-algebra C, then we have
gen(C*(A, B)) < gen(A) + gen(B).
(3) If one of A and B has a unit, then we have
gen(A @ B) = max{gen(A), gen(B)}.

For a commutative C*-algebra A, we can make clear the meaning of
gen(A) as follows:

Proposition 2. [12] Let A be a unital commutative C*-algebra
and Q the spectrum of A. Then we have

gen(A) = min{m € N | there is an embedding of 2 into R™}.

Thanks to this statement, we can consider gen(A) as a sort of non-

commutative topological dimension of a C*-algebra A. So we investigate
the relation of gen(A) and gen(M,(A)), where M,,(4) = M,(C) ® A.

Theorem 3. [12] Let A be a unital C*-algebra with gen(A) < n?+
1 (n € N). Then we have gen(M,(A)) < 2.

Outline of Proof. Let ai,az,...,qm-1)2,b,c1,¢C2,... ,Cp,d1,da,. ..,
dn—1 be self-adjoint elements of A. We assume that they generate A
and satisfy the following condition:

b>1anddy,do,...,d,_1 > 6 for some 6 > 0.

We define two self-adjoint elements z, y in M, (A) as follows:

a; az + v —1las co- Qop—a4++vV—lazn—3 O
az — v/ —las a2n—2 -+ Qan—9+ vV —lagn—sg O
r= : KR : :
azn—a4 —V—1lazn-3 aan-9 — v/ —lasn-g --- G(n_1)2 0
0 0 . e 0 b
and
C1 dl
d1 C2 dz
y= da
dn—l
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If we assume that

el < (:1:”);’]_:11 <(1—¢)1 for somee >0,

then = and y generate A. Q.E.D.

It is proved that M,,(A) is singly generated if gen(A) < (n? + 3n)/2
([15]), and if gen(A) < (n — 1)? ([14]). The above result implies the
following estimation for unital C*-algebra A:

gen(A) — 1

gen(My (4)) <[22

+ 11,

where [-| means “the least integer greater than or equal to”. We can see
that the above estimation is best possible. C. L. Olsen and W. R. Zame
[15] prove that M>(C([0,1]™)) is singly generated if and only if n < 5.

Theorem 4. [12] Let n and m be positive integers. Then we have

n—1

gen(M,,(C[0,1]™)) = | — +1].

Let © be an n-dimensional compact manifold. By Whitney’s theo-
rem, € is embeddable to R?", so we have

2n —1
m2

gen(M(C(Q))) < [ +11.

Now we shall investigate generators for a simple C*-algebra or a
C*-algebra which is tensored with a simple C*-algebra.

Theorem 5. [12] Let A be a simple, infinitely dimensional C*-
algebra. Then we have

gen(A @maz B) < gen(A) + 1
for any unital C*-algebra B.

Outline of Proof. We assume that A is unital and zy,z3,... ,2, € Az
generate A. We choose {yig|k = 1,2,...} C Bs, such that {yx|k =
1,2,...} generates B and ||yk|| = 1. By the infinite dimensionality of
A, we can choose a family of positive elements in A satisfying p;p; = 0
if ¢ #£ j. We set

Pr Q Y-

x| =

si:xi®1,t:i
k=1
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Then we have p? ® yr, = k(pr ®1)t € C*(s1, ... ,5p,t). By the simplicity
of A, we have

m
Z aipibi =1
i=1

for suitable elements a;, b; in A. This means that {si,...,s,,t} gener-
ates A @paz B. Q.E.D.

Corollary 6. Let A be a simple, singly generated, infinitely di-
mensional C*-algebra. Then we have

gen(A Qpmaz B) < 3

for any unital C*-algebra B.
In particular, M (C) ® A Qe B is singly generated for k > 2.

Examples. (1) Let K be a C*-algebra of all compact operators on a
separable Hilbert space. Then K is singly generated, and

1 0 1
1/3 +v-l 1/2 0

is a generator of K.

Every UHF C*-algebra is also singly generated([22]). So we have
A Qmin K and A®,,:», (UHF) are singly generated for any unital C*-
algebra A ([15]) by Corollary 6.

(2) Let A be a unital C*-algebra with a unitary v € A and h € Ay,
satisfying A = C*(u, h). Then A is singly generated and u(h + 2||h||) is
a generator of A.

For any compact subspace Q of R, the C*-crossed product C(Q) x,Z
is also singly generated.

Let Ag = C*(u,v) be an irrational rotation C*-algebra. Then Ay is
singly generated(][10]) and u(v + v* + 3) is a generator of Ay.

(3) Every simple AF C*-algebra is singly generated([9]).

(4) The Cuntz algebra O, has the property M,(0,) = O,. So
we have A ®,,:n O, is singly generated for any unital C*-algebras. In
general, E. Kirchberg ([13],[12]) shows that a C*-algebras A is singly
generated if A has two isometries with orthogonal ranges.
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(5) By Proposition 2, C(T x T) is not singly generated, so the
enveloping group C*-algebra C*(Fz) of the free group F» with two gen-
erators is not singly generated. By Theorem 3, My(C*(Fy)) is singly
generated.

§3. Rank of C*-algebras

In this section, we assume that a C*-algebra A has a unit. The
notion of real rank is defined by L. G. Brown and G. K. Pedersen [4],
and that of stable rank is defined by M. A. Rieffel [18] as follows:

RR(A) =min{n € NU {0} |
{(al,ag, Ce ,an+1) - (Asa)n+1 | ACLl + ACLQ e Aan = A}
is dense in (A,,)" "1},

or oo,

sr(A) =min{n € N |
{(a1,a9,...,a,) € A" | Aag + Aas + - -- + Aa, = A}
is dense in A™},

or oo.

If A is commutative, then RR(A) is equal to the covering dimension
dim(€2) of its spectrum €2, and

dim(Q) +1

se(4) = [25

1.
In the case that A is not commutative, we have
RR(A) < 2sr(A4) — 1.
E. J. Beggs and D. E. Evans [1] show that the following formula:

dim(€?)
2m —1

RR(Mm (C())) = [ 1.

We shall construct an example of C*-algebra whose rank is infinite using
free products of C*-algebras([23]).
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Theorem 7. [14] If C*-algebras A and B have surjective *-
homomorphisms to C|0,1], then we have

RR(A % B) = o,
where Ax B is the enveloping C*-algebra of the free product of A and B.
Proof. For any n € N, by Theorem 4, we have

gen(M,,(C[0,1]™)) = 2.

Let a, b be invertible self-adjoint generators of My (C[0, 1] ). There are
surjective C*-homomorphisms from A (resp. B) to C*(a) (resp.C*(b)).
This means that there exists a surjective C*-homomorphism from A x B
to M, (C|0, 1]"°). By Beggs-Evans’ formula, we have

2

|

for any n, that is, RR(A x B) = oc. Q.E.D.

n
RR(A * B) >
(A )_{271—1

Both C]0,1] x C[0,1] and C*(F3) have their real rank oo (in par-
ticular, their stable rank co). The former is singly generated and the
latter is not as we have shown. M. A. Rieffel [18] show that sr(A) = oo
when A contains two isometries with orthogonal ranges. But, for unital
C*-algebras A C B, it is not necessarily true that sr(A) = oo implies
sr(B) = oco. We give here such an example.

Lemma 8. Let A be a unital, separable, residually finite C*-algebra
and M a factor of type I1,. Then there exists a unital embedding of A
to M.

Proof. Since A is residually finite, there exists a countable family
{7, }52; of finite-dimensional *-representation of A such that ®%2 7,
is a faithful representation of A. We can choose a family {p,}52, of
orthogonal projections of M such that

an =1
n=1

For each n, p, Mp, contains a unital *-subalgebra which isomorphic to

Mgim =, (C). Using these isomorphisms, we can construct an embedding
of Ato Y o.  pnMp, C M. Q.E.D.
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M.-D. Choi [5] prove that C*(F3) is residually finite. So C*(F3)
can be embedded in a factor M of type II;. Every finite factor M is
simple and has RR(M) = 0 and sr(M) = 1. More precisely, using N.
C. Phillips’ argument [16], we can choose a unital, separable, simple
C*-algebra A which contains C*(F3) and RR(A) = 0 and sr(4) = 1.

Indeed, there exists a simple, separable C*-algebra A; such that
C*(Fy) C Ay C M [3]. Let {€,}52; be a positive decreasing sequence
tending to 0. We can choose a countable sequence {a,}22 ; C (41)sa
and {b,}2%, C A; such that {a,}22, (resp.{b,}32 ;) is dense in the unit
ball of (A1)se (resp. A;). By the fact RR(M) = 0 and sr(M) = 1, we
can choose invertible elements a, € M,, b, € M such that

lan ]l 10p 11 < 1, flan — agll < €1, [[bn — by |l < €1

We put A, the C*-algebra generated by Ay, a/, and b],. Then there exists
a simple, separable C*-algebra Az such that As C A3 € M. We also
choose a countable sequence {all}>2 | C (As)sq and {b/}>° ; C As such
that {al}>2, (resp.{b//}52 ;) is dense in the unit ball of (A3)se (resp.
Asz), and invertible elements a!” € My, b € M such that

lan' I, 116711 < 1, llag — ag/ll < €2, (b, — ]| < ea.

We put A4 the C*-algebra generated by As, a!” and b!”. Repeating this
argument, we can construct

C*"(F;) CAiCAyC---CA, C---C M.

Then the inductive limit C*-algebra lim,, .., A, is the desired one.

We have no example that a separable C*-algebra A is simple and
is not singly generated. Many researcher consider the reduced group
C*-algebra C,,(F») as a candidate of such a C*-algebra. K. Dykema,
U. Haagerup and M. Rgrdam [7] prove that sr(C},,(F2)) = 1. Since
Cr.,(F2) does not have non-trivial projections, its real rank is one. We
do not know whether a separable, simple, C*-algebra of real rank zero is
singly generated. This fact is related to the problem of a singly generated
factor of type I1; .

We remark that, if any separable, simple C*-algebra of real rank
zero is singly generated, then every factor of type I, with the separable
predual is singly generated as a von Neumann algebra. Indeed, we choose
elements ai,as,... € M such that {a;,as,...} generates M as a von
Neumann algebra. For the C*-algebra A generated by {a;,as,...}, by
the above argument, we can choose a separable, simple C*-algebra B of
real rank zero such that

ACBCM.
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By the assumption, there exists an element « € B such that x generates
B. Then x generates M as a von Neumann algebras.
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C*-algebras over spheres with fibres
noncommutative tori

Chun-Gil Park

Abstract.

All C*-algebras of sections of locally trivial C*-algebra bundles
over []i_, S*™ x || S§%%i~1 with fibres Mc(A.) are constructed
under the assumption that each completely irrational noncommuta-
tive torus is realized as an inductive limit of circle algebras. It is
shown that each C*-algebra of sections of a locally trivial C*-algebra
bundle over Hle S2ni szl 52k =1 with fibres M_.(A,) is stably
isomorphic to C([]5_; $*™ x | S @ M. (Aw).

Let Acq be a cd-homogeneous C*-algebra over [[{_, S*™ x |
525 =1 % T2 of which no non-trivial matrix algebra can be factored
out. The spherical noncommutative torus Sf,d is defined by twist-
ing C* (@ X Z™ %) in Ae.qa ® C*(Z™?) by a totally skew multi-
plier p on Tr+2 x Z™=2. We prove that S,ﬁd ® Mpe is isomorphic to
C([Ie, 82" x I3, 82 ) @ C™ (T2 X 272, p) ® Mua(C) @ Moo
if and only if the set of prime factors of cd is a subset of the set of
those of p.

§0. Introduction

Given a locally compact abelian group G and a multiplier w on G,
one can associate to them the twisted group C*-algebra C*(G,w), which
is the universal object for unitary w-representations of G. C*(Z™,w) is
said to be a noncommutative torus of rank m and denoted by A,. The
multiplier w determines a subgroup S, of G, called its symmetry group,
and the multiplier w is called totally skew if the symmetry group S, is
trivial. And A, is called completely irrational if w is totally skew (see
[1, 12]). It was shown in [1] that if G is a locally compact abelian group
and w is a totally skew multiplier on G, then C*(G,w) is a simple C*-
algebra. The noncommutative torus A, of rank m is the universal object

2000 Mathematics Subject Classification. Primary 46187, 46L05; Sec-
ondary 55R15.
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for unitary w-representations of Z™, so A,, is realized as C*(uy, - , Uy, |
UU; = ezmeiiujui), where u; are unitaries and 6;; are real numbers for
1<4,7 <m.

Boca [4] showed that almost all completely irrational noncommuta-
tive tori are isomorphic to inductive limits of circle algebras, where the
term “circle algebra” denotes a C*-algebra which is a finite direct sum
of C*-algebras of the form C(T') ® M,(C). We will assume that each
completely irrational noncommutative torus appearing in this paper is
an inductive limit of circle algebras.

Each cd-homogeneous C*-algebra A over M is isomorphic to the C*-
algebra I'(n) of sections of a locally trivial C*-algebra bundle n with base
space M, fibres M 4(C), and structure group Aut(M.4(C)) = PU(cd)
(see [15, 18]). So each cd-homogeneous C*-algebra over [];_, S?™ x
H;Zl S2ki=1 » TT*2 is realized as the C*-algebra I'(¢) of sections of
a locally trivial C*-algebra bundle ¢ over [];_, S** X szl S2ki—1
T™+2? with fibres M_.4(C). Thus the spherical noncommutative torus
Sf,d, defined in Section 2, is realized as the C*-algebra of sections of
a locally trivial C*-algebra bundle over J5_; $%™ x []5_, §*%~! with
fibres P¢ ® M.(C), where P{ is defined in Section 2.

We are going to show that the set of all C*-algebras of sections of lo-
cally trivial C*-algebra bundles over [];_; %™ x H;:l S52ki~1 with fibres
P? ® M,(C) is in bijective correspondence with the set of all spherical
noncommutative tori with primitive ideal space [];_; S?™ x H‘;:l S2k;—1
and fibres P¢® M,(C), that S¢* ® Mpe is isomorphic to C([];_, S?™ x

IT,—. S2k;—1y ®C*('H{T+\2 X Z™ 2 p) ® M.4(C) ® My~ if and only if
the set of prime factors of cd is a subset of the set of prime factors
of p, and that Sgd is stably isomorphic to C(J];_, S?™ x | S2ki—1)

RC* (T2 x Z™ 2, p) @ Mo4(C).

§1. Homogeneous C*-algebras over a product space of spheres

An important problem, in the bundle theory of geometry, is to com-
pute the set [M, BPU(cd)] of homotopy classes of continuous maps of
a compact CW-complex M into the classifying space BPU (cd) of the
Lie group PU(cd). The set [M, BPU(cd)] is in bijective correspondence
with the set of equivalence classes of principal PU (cd)-bundles over M,
which is in bijective correspondence with the set of cd-homogeneous C*-
algebras over M (see [15, 18]). [S?", BPU(cd)] = [S?"~ !, PU(cd)] & Z
ifn > 1, =2 Z. if n = 1, which are the cyclic groups. So each group
has a generator, and there is a unitary U(z) € PU(cd) such that the
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generating cd-homogeneous C*-algebra over S?" can be realized as the
C*-algebra, of sections of a locally trivial C*-algebra bundle over S§2"
with fibres M 4(C) characterized by the unitary U(z) € PU(cd) over
5§21 1If (ed,k) = p (p > 1), then consider the cd-homogeneous C*-
algebra over S?" corresponding to each k € 7 or Z.q as the tensor

product of M,(C) with a 2;-homogeneous C*-algebra over S2™, which

is given by U(z)§ € PU(%). Consider U(2)* as U(z)% ® I, € PU(cd),
where I, denotes the p X p identity matrix. Then each cd-homogeneous
C*-algebra B4 ) over 52?7 can be realized as the C*-algebra of sections
of a locally trivial C*-algebra bundle over S*" with fibres M.4(C) char-
acterized by the unitary U(z)* € PU(cd) over S?*~! for some k € Z or
Zcq (see [15]).

Lemma 1.1. Fvery cd-homogeneous C*-algebra over S?"~1 x S!,
whose cd-homogeneous C* -subalgebra restricted to the subspace S~ 1 —
S§27=1 » 81 has the trivial bundle structure, is isomorphic to one of the
C*-subalgebras Aca g, k € Z or Zeq, of C(S*1 x [0,1], M.4(C)) given
as follows: if f € Acq, then the following condition is satisfied

f(z,1) =U(2)* f(2,00U(2) 7"
for all z € S?"~1, where U(z) € PU(cd) is the unitary given above.

Proof. Let A be a cd-homogeneous C*-algebra over $?"~! x §!
whose cd-homogeneous C*-subalgebra restricted to the subspace $?7~!
< §27=1 » S1 has the trivial bundle structure. Since there is a map of
degree 1 from S?"~! x S! to §?", the composite of the map of degree 1
and the map representing each element of [S?", BPU(cd)] gives an ele-
ment of [S2"~1xS' BPU(cd)]. Hence each element of [S?", BPU (cd)] &
[S2"~1, PU(cd)] representing a cd-homogeneous C*-algebra over S*" in-
duces an element of [S?"~1 PU(cd)] C [S?"~! x S, BPU(cd)], and the
cd-homogeneous C*-algebras A.qj over S?"~1 x S corresponding to
the cd-homogeneous C*-algebras B4 over S?™ are constructed in the
statement. By the assumption, the cd-homogeneous C*-subalgebra of A
restricted to the subspace S?"~1x (0, 1) of §2"~1x 5! has the trivial bun-
dle structure. Hence A corresponds to an element of [S?"~! PU(cd)],
and A is characterized by the unitary U(z)* € PU(cd) over S?"~! for
some k € Z or Zeqg. Q.E.D.

Lemma 1.2. Let n and k be integers greater than 1. Fach cd-
homogeneous C*-algebra over S™ x S* is isomorphic to a cd-homo-
geneous C*-algebra characterized by the unitary U(z)* over S™ ! in
a cd-homogeneous C*-algebra P. over e} X Sk and e? x Sk, where
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U(z) € PU(cd) or PU(c) if M.(C) is factored out of P, and e} (resp.

e™) is the n-dimensional northern (resp. southern) hemisphere.

Proof. Since e}, e” are contractible, each cd-homogeneous C*-alge-
bra over e’} X S k and e” x S* is essentially induced by a cd-homogeneous
C*-algebra over S*. Each cd-homogeneous C*-algebra over S™ x S¥ is
characterized by a projective unitary over the boundaries S*~! x S* of
e? x S*¥ and €™ x S*. But 71(S") = {0} and so the identification of
the boundaries S* — el x Sk and S* < e x S*¥ does give the trivial
bundle structure. Hence the cd-homogeneous C*-algebra over S™ x Sk
is characterized by the unitary U(2)®, a € Z or a € Zq, over S"!

in the cd-homogeneous C*-algebra over e’ x S ¥ and e x S*, where
U(z) € PU(cd) or PU(c). Q.E.D.

For a cd-homogeneous C*-algebra A over S?"~! there is a ma-
trix algebra M (C) such that 4 ® M,(C) is isomorphic to C(S*"~ 1) ®
M_44(C). Since there is a map of degree 1 from S?"*+1 to §?" x S,
there are cd-homogeneous C*-algebras over S?" x S! induced from cd-
homogeneous C*-algebras over S?"*1. Also there are cd-homogeneous
C*-algebras over S?" x S! induced from cd-homogeneous C*-algebras
over S?™. But the tensor product of each cd-homogeneous C*-algebra
over §?" x S! induced from a cd-homogeneous C*-algebra over S27+!
with M,(C) has the trivial bundle structure for some integer ¢ big
enough since [S?"*1 BPU(cdq)] = {0}. And there is a map of de-
gree 1 from S?" to S?"~! x S1, and so there are cd-homogeneous C*-
algebras over S?7~! x S! induced from cd-homogeneous C*-algebras
over S%". Also there are cd-homogeneous C*-algebras over S2"~! x S1!
induced from cd-homogeneous C*-algebras over S?"~!. But [S?"~1 x
S1, BPU(cdq)] and [S?™, BPU (dq)] are the same for some integer ¢ since
[S2"~1  BPU (cdq)] = {0}. So the cd-homogeneous C*-subalgebra of the
tensor product of a cd-homogeneous C*-algebra over S2"~! x S! with
M,(C) restricted to the subspace S?"~1 — §27~1 x S! has the trivial
bundle structure (see [17, 18]). From now on, we assume that each cd-
homogeneous C*-algebra, over S?" x S! is isomorphic to the tensor prod-
uct of a cd-homogeneous C*-algebra over S2" with C(S!), and that the
cd-homogeneous C*-subalgebra of a cd-homogeneous C*-algebra over
S§2n=1 » S! restricted to the subspace S?"~! < §2n—1 x S1 has the
trivial bundle structure.

Thomsen {19, Theorem 1.15] computed 7,1 (Aut( Mgy (C)@ My ))
= Z/cdpZ for Mg a UH F-algebra of type ¢°°, and cdp and ¢ rela-
tively prime integers. Let A.q be a cd-homogeneous C*-algebra over
S2n=1 % §! of which no non-trivial matrix algebra can be factored out.
This result implies that for any positive integer p no matrix algebra
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bigger than M,(C) can be factored out of Acqr ® My(C). So the nat-
ural inclusion C(S') < A.4) induces the canonical homomorphism
Ko(C(Sl)) — KO(Acd,k) such that [10(51)] maps to [1A

cd,k:]'

Lemma 1.3. Let A.q be a cd-homogeneous C*-algebra over §2n—1

xSY of which no non-trivial matriz algebra can be factored out. Then
Ko(Acar) = Ki(Acar) 272, and [1a.,] € Ko(Acak) is primitive.

Proof. We will show later that A.q  is stably isomorphic to C(S 2n—1
xS1). Since Ko(C(S?" 1 x 1)) =2 K, (C(S?" ! x S1)) 2 72, Ko(Acak)
>~ K;1(Acak) = Z?. Hence it is enough to show that 1a...) € Ko(Acak)
1s primitive.

No matrix algebra bigger than M,(C) can be factored out of Acq 1 ®
M,(C), and so C(S?"~!) cannot be factored out of A4 @ M,(C).
Hence the canonical embedding ¢ of C(S?"~!) into Aca k. induces an
isomorphism p of Ko(C(S?"~! x S1)) into Ko(Aeqk). But the unit
lg(s2n-1) maps to the unit 1 (g2n-15g1) under the canonical embedding
P of C(S?"~1) into C(S5?"~1 x S§'). Thus [1g(g2n-1)] € Ko(C(S?" 1)) ==
Z maps to [lo(gen-1x51)] € Ko(C(S*"~' x S1)) = Z?, primitive in
Ko(C (82"~ x 81)) (see [20, 13.3.1]). In the commutative diagram

Ko(C(521)) —2 s Ko(C(821 x §1))

(identity). l lp(%)
Ko(C(Szn_l)) _“¢;"> KO(Acd,k)a

p([le(szn-1xs1)]) = ¢« o (identity). o ¥ ([lo(szn-1xs1)]) = [Laog,l-
Consequently [14,, ] is the image of the primitive element [1¢(g2n-1xg1)]
€ Ko(C(S*"~1 x5%)) under the isomorphism p. Therefore, [14_,,] €
Ko(Acq k) = 72 is primitive.

Thus, KQ(ACd,k) = Z2, Kl(Acd,k) = Z2, and [1Acd.k:] € KO(Acd,k) is
primitive. | Q.E.D.

Lemma 1.4. Let B.q be a cd-homogeneous C*-algebra over 52n
of which no non-trivial matriz algebra can be factored out. Then [1g
€ Ko(Beax) 2 7Z? is primitive.

cd,k]

Proof. We will show later that B.q  is stably isomorphic to C(S?™)
®@M.q(C). So Ko(Bear) = Ko(C(S*™)) 2 Z@Z. But Beg ) corresponds
to Acqr with respect to the conditions on sections over the boundaries
52771 of 2™ 1T %™ and S?"~! x [0,1], and the canonical embedding of
C(58*~1) into Acq ) which induces the isomorphism of Ko(C(S?"~! x
S1)) into Ko(Aca) corresponds to the imbedding ¢ of C(5*~1) into
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Bcd . The canonical imbedding ¢ of C(S*"71!) into B.q induces an
isomorphism u of Ko(C(S*")) into Ko(Bea,x), where S?"~1 = 9e2". The
unit 1¢(g2n-1y maps to the unit 1¢(s2») under the canonical embedding
% of C(52" 1) into C(S™). [1oqseny)] € Ko(C(82"1)) = Z maps to
[Lo(szny] € Ko(C(S?™)) = Z2, primitive in Ko(C(S5?™)) (see [20, 13.3.1]).
In the commutative diagram

Ko(C(S2m=1)) —2 Ko(C(S?M))
(identity) . J{ lp(%)
Ko(C(S*1)) —2— Ko(Beap),

M([lc(SQ")]) = ¢ 0 (identitY)* o w*_l([]-C(SZ")]) = []‘Bcd,k]' So [1Bcd,k] 1s
the image of the primitive element [1o(s2n)] € Ko(C(5*")) under the
isomorphism . Hence [1p_,,] € Ko(Bcq,x) is primitive.

Therefore, (15, ] € Ko(Beax) = Z? is primitive. Q.E.D.

For each 4-dimensional factor S of [J° $2 x []**" "2 S! every d-homo-
geneous C'*-algebra over S can be constructed by combining Lemma 1.1
and Lemma 1.2. If s + r is odd, one can make the integer even by
tensoring with C(S!). So one can assume that s + r is even, and that

s is greater than or equals to r and big enough. And one can rearrange
[T5_, S%*5~! and T if needed.

J=1

Theorem 1.5. Let A.q be a cd-homogeneous C*-algebra over [];_,
S2ni x H;:1 SZki=1 x T" x T? whose cd-homogeneous C*-subalgebra re-
stricted to the subspace T™ x T? — []7_, §*™ x H;:1 S2ki=1 % T™ x T?
is realized as C(T") ® AL ® M.(C) for Ay a rational rotation alge-

1,02, ,0e

b17b27'” 7bs+r ’
2

bra. Then A.q is 1somorphic to one of the C*-subalgebras A

ai,--- >aeab1a"' y b% GZ; Of
e s—gr
C(JJ(ed me?™) x TT(S* 7 x [0,1]) x T x [0,1], Mcq(C))
i=1 j=1

consisting of those functions f that satisfy

(Flazmiagene )4 (20) = U(a0)® (flameggeone ) ()0 ()~
(flg2r;-1 X[o,l])(wja 1) = U(wj)bj (flgzrs—1 x[o,1])(wja O)U(wj)_bj
(f|1r1><[0,1])(937 1) = U(fU)Cl(flTlx[o,l])(%O)U(x)_d
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s+r
for all (z1,--+ , ze,wy, -+ ,ws;_r,:c) € [Ti=; 52™ 1 x [1,2, §2k;—1 s 1
one of the tensor products of homogeneous C*-algebras of the type above,
or one of the C*-algebras given by replacing ([;_, S*™ x H;Zl S2ki—1 %
T x T?) in AZ: e ¢, or the tensor products with suitable c'd’'-homoge-

2
neous C*-algebras in the same sense as above, when M. 4 (C) are fac-
tored out of Ayl ¢,. or the tensor products, where U (2:),U(wj), and

U(z) € PU(cd) are dQeﬁned in the statement of Lemma 1.1.

Proof. By Lemma 1.1, each cd-homogeneous C*-algebra over S2%i—1
x 81 corresponds to a cd-homogeneous C*-algebra over S%%i. By Lemma
1.2, each cd-homogeneous C*-algebra over the product space of two even
dimensional spheres can be constructed. Combining Lemma 1.1 and
Lemma 1.2 yields that replacing S?™ and S?%~! with S? and S' does
not give any change in the relation, associated with bundle structure,
among the factors of [];_; §*™ x [[>_; §2%~' x T" x T?. Hence each
cd-homogeneous C*-algebra over [[5_; 52 x [T5_; §?% =1 xT" x T? can
be given by [5, Theorem 2.5, which is exactly stated in the statement
for the case n; = 1 and k; = 1. Q.E.D.

Theorem 1.6. Let A.q be a C*-algebra over 1—[;1 S2ni %
H;Zl S2ki=1 x T™ x T? constructed in Theorem 1.5. Assume that no
non-trivial matriz algebra can be factored of Aca. Then Ko(Acq) =

Ki(A.y) = Z2e+s+r+l, and [14 | € Ko(Agq) is primitive.
cd

Proof. We are going to show in Lemma 3.1 that A.q4 is stably iso-
morphic to C([J;—, $*™ x [;—; §** 7' x T" x T?) ® M,4(C). By the
Kinneth theorem [2, Theorem 23.1.3]

Ko(Aw) = Ko(C(J]S™™ x [] S* ' xT" x T%)
=1 7j=1

=~ Ko(C(J]5%™)) @ Ko(C([[ 87~ x T" x T?))
i=1 j=1
oK1 (C(J[5*™)) @ Ka(C(] ] 8%~ x T" x T%))
i=1 j=1
~ 7¥ 0z @{0} = 2T,

Similarly, one obtains that K;(Acq) = g2t

It is enough to show that [14_,] € Ko(Acq) is primitive. But the
proof is similar to the proof given in [17, Theorem 1.2]. Since the
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cd-homogeneous C*-algebra A.q is just given by replacing each C*-
subalgebra C(S?) (resp. C(S')) of the cd-homogeneous C*-algebra over
[T, S2x[[;=, S'xT" xT? given in [17] with C(5?") (resp. C(S?*i~1)),
the proof is just given by replacing C(S5?%) and C(S!) given in the proof
of [17, Theorem 1.2] with C(5%"i) and C(S%%i~1).

Therefore, Ko(Acq) = K1(Aca) = Z2 and [14,,] € Ko(Acd)
is primitive. Q.E.D.

§2. Spherical noncommutative tori

The noncommutative torus A, of rank m is obtained by an iteration
of m — 1 crossed products by actions of Z, the first action on C(T?!).
When A, is not simple, by a change of basis, A, is obtained by an
iteration of m — 2 crossed products by actions of Z, the first action on a
rational rotation algebra A L. Since the fibre M4(C) of A Lis factored out
of the fibre of A,,, A, can be obtained by an iteration of m — 2 crossed
products by actions of Z, the first action on A L where the actions of Z
on the fibre My(C) of A L are trivial. This assures us of the existence of

such actions «; in the definition of Pg below. So one can assume that
A, is given by twisting C*(dZ x dZ x Z™~?) in Aé ® C*(Z™2) by the
restriction of the multiplier w to dZ x dZ x Z™~2, where dZ x dZ is the
primitive ideal space of A, and C*(dZ X dZ,res of w) = C*(dZ x dZ)
(see [5] for details).

Definition 2.1. Let A.4 be a cd-homogeneous C* -algebra over H;i:l
S2m x I15-, 52k =1 5 T7 x T? whose cd-homogeneous C*-subalgebra re-
stricted to the subspace T" x T? — [[7_; S?™ x H;Zl S§2ki =1 x T7 x T?
is realized as C(T") ® AL ® M.(C) for Ay a rational rotation alge-
bra. The C*-algebra which is given by twisting C’*('ﬁ‘? x T2 x Z™2) in
Acg ® C*(Z™2) by a totally skew multiplier p on Tr x T2 x Z™=2 is
said to be a spherical noncommutative torus of rank (e,s + r,m) and

denoted by Szd, where C* ('}/I‘E,res of p) = C* ("i‘a), T? is the primitive

ideal space of Aé, and C* (W/T? x T2 x Z™=2, p) is a completely irrational
noncommutative torus A,.

Then the fibre of Sﬁ, which is called a generalized noncommutative
torus of rank r +m and denoted by Pg, can be obtained by an iteration
of r +m — 2 crossed products by actions «; of Z, the first action on the

rational rotation algebra A Ly where the actions «; on the fibre M;(C) of

A 1 are trivial. Thus the spherical noncommutative torus S;d is realized
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as the C*-algebra of sections of a locally trivial C*-algebra bundle over
[T—; %™ x [I5—, $*%~" with fibres P{ © M.(C).
We are going to show that [1S2d] € Ko(S¢?) is primitive.

Theorem 2.2. Let Sf,d be a spherical noncommutative torus of
rank (e,s + r,m). Assume no non-trivial matrix algebra can be fac-
tored out of A.q. Then KO(SZd) & Kl(S‘;d) & ZTHHHM?I, and [152(1] €
Ko(Sg?) is primitive.

Proof. The proof is by induction on m. Assume that m = 2.
We will show later that Sf)d is stably isomorphic to C([];_, S*™ x

szl S2%ki=1y ® A, ® M.q(C), where A, is a noncommutative torus of
rank r + 2. By the Kinneth theorem

e

Ko(C(]] 5°™ x H S?ki—1y® A,)

i=1 j=1

e

> Ko(C(]] 5% x H S2Ri71)) @ Ko(Ay)

i=1 j=1
oK (C(J]s*™ < [[S* 1) @ Ki(4,)
i=1 g=1

e+s 41 e+s+r+1
27 7Y =7° :

Similarly, one obtains that Ki(C([[;—; S*™ x [[;_ SZRi—ly @ A,) =
ZQe+s+7'+1. So KO(Sf;d) oy Kl(S;d) o KO(C(H;B:l 21 o H;:1 Sij—l) ®
Ap) ~ Z2e+s+'r+1
Combining the tricks given in Theorem 1.6 and [17, Theorem 2.2] yields
that [1sc] € Ko(S5?) is primitive. So Ko(S5?) = Ky(Sgd) = 227",
and [1SZd] € Ko(Sg%) is primitive.

Next, assume that the result is true for all spherical noncommu-
tative tori with m = ¢ — 1. Write S; = C*(S;_1,u;), where S; =
C*(Sf}d,u&...,ui), where Sgd is the case above, m = 2. Then the

inductive hypothesis applies to §;_1. Also, we can think of S; as the
crossed product by an action « of Z on S;_1, where the generator of Z

. It is enough to show that [Ig.] € Ko (S¢%) is primitive.

corresponds to u;, which acts on C*(vy, -+ , v, ud, ud, us, -+ ,u;_1) by

conjugation (sending u; to u,-ujui_1 = ezmoﬁuj,j # 1,2, sending u‘; to
ad =1 2midf;; . d : : L 278G,

uuGU; - =€ iiug,j = 1,2, and sending v; to u;vju; - =e iv;),

and which acts trivially on C([T;_; $*™ x [T;_, $**7')® Mca(C). Here

C*(T7 x T2, res of p) = C*(vy,ve,+ ,vr,ud,ud). Note that this action
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is homotopic to the trivial action, since we can homotope 8;; and (3;; to 0.
Hence Z acts trivially on the K-theory of S;_;. The Pimsner-Voiculescu
exact sequence for a crossed product gives an exact sequence

Ko(Si—1) =% Ko(Si—1) — Ko(S;) — Ki(Si—1) =% K1(Si-1)

and similarly for K, where the map ® is induced by inclusion. Since
a, = 1 and since the K-groups of S;_; are free abelian, this reduces a
split short exact sequence

{0} — Ko(Si—1) 2 Ko(Si) — K1(Si—1) — {0}

and similarly for K;. So Ky(S;) and K;(S;) are free abelian of rank
2.2¢tstr+i=2 — getstr+i—1 Pyrthermore, since the inclusion S;_; — S;
sends 1g, , to ls,, [Is,] is the image of [ls, ,|, which is primitive in
Ky(S;—1) by inductive hypothesis. Hence the image is primitive, since
the Pimsner-Voiculescu exact sequence is a split short exact sequence of
torsion-free groups.

Therefore, Ko(S5?) & Ky (S¢?) = 227", and [lge] € Ko(SY)
is primitive. Q.E.D.

Corollary 2.3. Let q be a positive integer. Assume that no non-
trivial matriz algebra can be factored out of Acq. Then Sf)d ® My(C) is
not isomorphic to A @ Mype(C) for any C*-algebra A and any integer
p greater than 1. In particular, no non-trivial matriz algebra can be
factored out of Sf,d, P;d and A,.

Proof.  Assume S¢*® M, (C) is isomorphic to A® Mp,(C). Then the
unit lges ® I maps to the unit 14 ® I. So [1S;d ®1,] = [14®Ipg]. Thus
there is a projection e € S&* such that q[lsce] = (pg)[e]. But Ko(S%) is
torsion-free, so [1sca] = ple]. This contradicts Theorem 2.2 if p > 1.

Therefore, S¢* ® M,(C) is not isomorphic to A ® My,(C). Q.E.D.

§3. The bundle structure of spherical noncommutative tori

For M a compact CW-complex the Cech cohomology group H? (M,
Z) classifies the tensor products of cd-homogeneous C*-algebras over M
with the C*-algebra IC(H) of compact operators on a separable Hilbert
space H (see [9]). The Cech cohomology group H3(M,Z) is isomorphic
to the singular cohomology group H?(M,Z) when M is triangularizable
(see [7, Theorem15.8]).



C™-algebras with fibres noncommutative tori 169

Lemma 3.1. Fach cd-homogeneous C*-algebra over Hf " S2ni %
Hj+;+2 S2ki=1 s stably isomorphic to C([[;-, S*™ x HS+T+2 S2ki—1

Mcd((c)'

Proof. Each non-trivial element in the Cech cohomology group
H3([I5-, 5°™ x HS+T+2 S§2ki=1 7) can be given by a non-trivial ele-
ment in H3((S1)3,Z), H3(S? x S1,Z), or H3(S3,Z) if there exist such
factors.

First, H3(S? x S!,Z) = Z. By the Woodward theorem [21], [S?
S1, BPU(cd)] is embedded into H?(S% x S1,Z.q4) ® H*(S? x S1,7Z) =
H?2(S2,7.q) = Zcq. So each cd-homogeneous C*-algebra over S? x S is
isomorphic to the tensor product of a cd-homogeneous C*-algebra over
S? with C(S%), which is stably isomorphic to C(S?) ® C(S!) ® M.4(C),
since H3(S?,Z) = {0}. Thus each cd-homogeneous C*-algebra over
52 x St is stably isomorphic to C(S? x S!) ® M.4(C).

Similarly, one obtains the same result for the other cases.
Therefore, each cd-homogeneous C*-algebra over [[;_; S%™ x Hs+r+2
S2ki=1 is stably isomorphic to C([]5_, S*™ x HS+T+2 S% i~ ® M. q(C).
QE.D.

We are going to show that Sf)d ® K(H) has the trivial bundle struc-
ture.

Theorem 3.2. The spherical noncommutative torus Sgd s stably
isomorphic to C([Ti_; $*™ x[[}_; S* 1) ®A,®M_.a(C). In particular,
P¢ is stably isomorphic to A, ® My(C).

Proof. Let S¢ be defined by twisting C*(T7 x T2 x Z™"2) in A,q®
C*(Z™ %) by a totally skew multiplier p on Tr x T2 x Z™ 2, where
C* (@,res of p) = C*(W/I‘a) By Lemma 3.1, the cd-homogeneous C*-
algebra Acq is stably isomorphic to C(JT;_; §%™ x [[5_; §%% 71 x T" x
T?)® Mca(C). In particular, C([5_, S*™ <[ _, S2ki=1) is factored out
of Acq® K(H). By the definition of S¢, C([];_; S*™ X I, S2ki—1) is
factored out of SS*®K(H). So S is stably isomorphic to C([T;~; $*™ x
H;zl S2ki—1) P,fl ® M.(C). But it was shown in [5, Theorem 3.4] that
P;f is stably isomorphic to A, ® M4(C).

Therefore, Szd is stably isomorphic to C([];_, S?™ X Hj.:l S%ki—1)®
A, @ Mcq(C). Q.E.D.

Using the fact that [lggd] € KO(Sf,d) is primitive, we are going to

investigate the bundle structure of the tensor products of spherical non-
commutative tori Sgd with UH F-algebras M, of type p°
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Theorem 3.3. Let Szd be a spherical noncommutative torus. As-
sume that no non-trivial matriz algebra can be factored out of Acq. Then
SE@ Mpes is isomorphic to C([[;—; S x[];—; $** 1) ® A, M4(C)®
My if and only if the set of prime factors of cd is a subset of the set
of prime factors of p.

Proof. Assume that the set of prime factors of cd is a subset of
the set of prime factors of p. To show that Scpd ® My~ is isomorphic to

C([1i=, 57 <1152, S @ A, @ Mcq(C) ® My, it is enough to show
that S5 ® M(.q)= is isomorphic to C(IT;_; S*™ x -, S @ A, ®
Mcq(C) ® Mgy . However, there exist the C*-algebra homomorphisms
which are the canonical inclusions

64 @ Meqys (C) — C(J[ 8™ x J[ S* ™) ® 4, ® Mea(C) ® Micays (C)
i=1 j=1

and the C([];_, $*™ x [[_; S**7') ® A,-module maps C(]];_; $*™ x

H§:1 ST @A, ® Mcq)s(C) — Szd ® M(cq)s (C):

St — C(I[ 57 x [] %) ® Ap ® Mea(C) — S5 @ Mea(C)
i=1 j=1
s C(H S?ni % H SQk‘j—1> ® Ap ® M(Cd)2((C) N

i=1 j=1
The inductive limit of the odd terms
cee— Sf,d X M(Cd)g((C) — S;d ® M(Cd)g+1 (C) — e

is Sf)d ® Mcq)=, and the inductive limit of the even terms

= O] 8P < [ 5™ © A, © Mgy (©)

i=1 j=1

—Cc(I]5* x [] 5% ") ® A, ® M(cajor (T) — -+
i=1 j=1
is C([T;—; °™ x [[;2; 5% ') ® A, ® M(cqyo. Thus by the Elliott
theorem (11, Theorem 2.1}, S§?® M| 4y~ is isomorphic to C([];_, §2™ x
[15-, 5%7) ® A, ® Mcay= -
Conversely, assume that

St @ My 2 C(J[ 5™ x [[ 5% ") ® Ay ® Mea(C) ® Mpeo.

i=1 j=1
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Then the unit 1Sgd ®1 1,0 maps to the unit 10(1-[?=1 S22, §255
®1Mpoo ® I.q. So

I®A,

[1Sgd ® 1Mpoo] = [1C(H§=1 S2ix[I5_, $%% " )eA4, ® 100 @ Ied]
[1sea @ 1ngpee] = [1gca] ® [Las,e0 ]
e, s7m <[T2_, $%5 1A, © 1Mo @ Led]

= Cd([lc(ngzl s2ix T3, 52’“j‘1)®Ap] ® [1M,00])-

Under the assumption that 1S§d ®1 M, Maps to
10(“5:1 S2n; XH§=1 SZk:j—l)®Ap ® 1Mp00 ® ch,

if there is a prime factor q of cd such that ¢ { p, then [1a7,0] # gleso]
for eo, a projection in Mp~. So there is a projection e € Sf)d such that
[1sca] = gle]. This contradicts Theorem 2.2. Thus the set of prime
factors of cd is a subset of the set of prime factors of p.

Therefore, S;d®Mpoo is isomorphic to C(J[;_, %™ x szl §2ki-1»
A,@M.q4(C)® My if and only if the set of prime factors of c¢d is a subset
of the set of prime factors of p. Q.E.D.

§4. Completely irrational noncommutative tori

It was proved in [3, Theorem 1.5] that every completely irrational
noncommutative torus has real rank 0, where the “real rank 0” means
that the set of invertible self-adjoint elements is dense in the set of self-
adjoint elements. Combining Theorem 3.2 and [8, Corollary 3.3] yields
that the generalized noncommutative torus Pg has real rank O since the
noncommutative torus A, has real rank 0. The Lin and Rgrdam theo-
rem [16, Proposition 3] says that the generalized noncommutative torus
P% is an inductive limit of circle algebras, since P @ K(H) = A, K(H)
is an inductive limit of circle algebras [16, Proposition]. Combining [11,
Theorem 7.1] and [13, Theorem 1.3] yields that the completely irrational
noncommutative tori A, of rank » +m and the generalized noncommu-
tative tori P;f of rank r 4+ m are isomorphic if the ranges of the traces
equal.

Lemma 4.1. ([6, Lemma 4.1]) tr(Ko(PZ)) = 3 - tr(Ko(4,)).

Theorem 4.2. ([6, Theorem 4.2]) Let A, be a completely irra-

tional noncommutative torus of rank r + m with tr(Ko(Ay)) = L -

tr(Ko(A,)) for A, a completely irrational noncommautative torus of rank
r+m. Then A, s isomorphic to P;i.
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§5. (C*-algebras over spheres with fibres noncommutative tori

We are going to show that the set of all spherical noncommuta-
tive tori with primitive ideal space [[;_; $** x [[;_; 5*~' and fi-
bres A, ® M.(C) is in bijective correspondence with the set of all C*-
algebras of sections of locally trivial C*-algebra bundles over [];_, $2™ x
H;Zl S2k;—1 with fibres A, ® M,(C) for A,, a completely irrational non-
commutative torus. .

Let A, be a noncommutative torus of rank m with S, = T'. Then
A, is realized as the C*-algebra of sections of a locally trivial C*-algebra
bundle over dZ and fibres C*(Z™/S.,w1) for some totally skew mul-
tiplier wy, where C*(Z™/S,,w1) = A, ® My(C) for A, a completely
irrational noncommutative torus of rank m — 1 (see [1, 12]). By the
definition of A,,, C(T!) and A, split. Since [T!, BPU(d)] = {0}, C(T?)
and M4(C) split. And M4(C) and A, also split. But by Corollary 2.3,
A, has a non-trivial bundle structure if d > 1. This implies that a C*-
subalgebra of A, plays a role as a base space in the bundle structure. In
fact, A, can be obtained by an iteration of m — 2 crossed products by
actions of Z, the first action on a rational rotation algebra A Ly and the
non-triviality of the bundle structure is given by a non-trivial element
of [T?, BPU(d)] = [T*, PU(d)] = Zg4, which represents A canonically
embedded into A,,.

Let d be the biggest integer among the possible integers satisfying
the condition tr(Ko(Aw)) = % - tr(Ko(A,)), ie., A, = PI. For a d-
homogeneous C*-algebra A over S?"*! there is a matrix algebra M,(C)
such that A ® M,(C) is isomorphic to C(S?"*!) ® M4, (C). But there
is a matrix subalgebra M,(C) big enough satisfying the above condition
such that M,(C) is embedded into P¢, since P{ is an inductive limit of
circle algebras, which is simple.

Lemma 5.1. Each C*-algebra I'(n) of sections of a locally trivial
C*-algebra bundle n over S*™*1 with fibres P} = A, has the trivial
bundle structure.

Proof. Let P, = lim(P,;_, C(T") ® My, ,,(C)). The C*-algebra
I’(n) is isomorphic to an inductive limit of direct sums of p;;)-homogene-
ous C*-algebras over S?"*! x T!, and each C(S*"*! x T?) is canonically
embedded into I'(n). So there could be a canonical homomorphism of
C(S?"*1) ® M4(C) into the C*-algebra I'(n) of sections of a locally triv-

ial C*-algebra bundle 1 over S?"*! with fibres P,} such that the non-

triviality can be given by a d-homogeneous C*-algebra over $2"+! x T,
Then M4(C) must be factored out of the circle algebra in each inductive
step, and so the range of the trace of P;} would be the form é -tr(A) for
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A a simple unital C*-algebra, which is impossible by the assumption.
We have two cases; one of them is the case that a C*-subalgebra of P/}
plays a role as a base space in the bundle structure, and the other is not.

For the first case, when a C*-subalgebra of P;} plays a role as a base
space in the bundle structure and P; is realized as a tensor product
of non-trivial completely irrational noncommutative tori, the torsion-
free groups in P;)l = A, giving simple noncommutative tori which are
given by twisting the torsion-free groups by totally skew multipliers must
split, so all factors of Pg must split. The relation among factors of P;}
is different from the relation between fibres M;(C) and base A, in the
fibres of the non-simple noncommutative torus A, given above, and so
one can assume that all factors of Pp1 play roles as a base space in the
bundle structure. Hence Pl} plays a role as a base space in the bundle
structure, and so I'(7) is isomorphic to C(S*"*!) ® P).

For the other case, since P, = lim(D,_, C(T") ® My, ,,(C)), there
is a matrix algebra M,(C) big enough which is embedded into Ppl.
Since [S?"+1 BPU(p)] = {0}, C(S***!) and M,(C) split, i.e., any p-
homogeneous C*-algebra over S?"*! has the trivial bundle structure.
By the same reasoning as above, M,(C) cannot be factored out of the
circle algebras in all inductive steps. But I'(n) has a locally trivial bun-
dle structure. Hence C(S*"*!) and (Mp(C) —) P, must split, and so
['(n) has the trivial bundle structure.

Therefore, each C*-algebra I'(n) of sections of a locally trivial C*-
algebra bundle n over $*"*! with fibres P} has the trivial bundle struc-
ture. Q.E.D.

Now we want to show that each C*-algebra of sections of a locally
trivial C*-algebra bundle over [];_; $%™ x[];_; §°*s~! with fibres P, =
A, has the trivial bundle structure.

Proposition 5.2. FEach C*-algebra I'(n) of sections of a locally
trivial C*-algebra bundle n over [[_, S?™ x szl S2ki=1 with fibres
Pp1 = A, has the trivial bundle structure.

Proof. Let P} be an inductive limit of D, C(T') @ My, ,,(C).
For some pair (2k; — 1,2k;r — 1) = (2k; — 1,1), if the C*-subalgebra of
sections of a locally trivial C*-algebra bundle over S2¥i~1 x S1 with fibres
Ppl, which is canonically embedded into I'(n), has a non-trivial bundle
structure, then the factor S2%—1 x S can be replaced by S, since
there is a map of degree 1 from 52k —1 x 81 to S?ki. For each j, there is
a canonical homomorphism of the C*-subalgebra I'(n;) of sections of a
locally trivial C*-algebra bundle n; over $?%~1 with fibres P,} into I'(n).
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By Lemma 5.1, the C*-algebra of sections of a locally trivial C*-algebra
bundle over S2Fi~1 with fibres P;} has the trivial bundle structure. Thus
C(S?*i1) are factored out of I'(n), and so C([];_, §**3~1) is factored
out of I'(n).

Next, [S?™, B(Aut(P}))] = [S*™~', Aut(P})]. But there is a map
of degree 1 from S?"i to §2"~! x S!. So for each i each C*-algebra of
sections of a locally trivial C*-algebra bundle over S?™ with fibres Pp1
is induced from the C*-algebra I'((;) of sections of a locally trivial C*-
algebra bundle ¢; over §%"~! x T' with fibres P;. Consider the crossed
product by the action ay of Z on I'((;) for a suitable irrational number
0 such that the range of the trace of P‘} ® Ay is not —11; x the range of the
trace of any simple irrational noncommutative torus of rank m+1 for any
positive integer w greater than 1, where the action ay on C(S§%271) ®Pg
is trivial and C(T') x4, Z is the irrational rotation algebra Ag. Then
['({;) X oy Z is obviously realized as the C*-algebra of sections of a locally
trivial C*-algebra bundle over $2™:~! with fibres P; ®Agp. But I'((;) X o
Z has the trivial bundle structure. So each C*-algebra of sections of
a locally trivial C*-algebra bundle over S?" with fibres P[} has the
trivial bundle structure. Thus C(S%") are factored out of I'(n). Hence
C(IT;=, S*™) is factored out of I'(n), and so C([T;_, $*™ x[T;_, SZki—1)
is factored out of I'(n), as desired. Q.E.D.

Each cd-homogeneous C*-algebra over [];_; $%™ x I[-. 2k =1 %
T” x T? is realized as the C*-algebra I'(n) of sections of a locally trivial
C*-algebra bundle n over [];_; S*™ x[]>_, S2ki=1 5 T x T? with fibres
M_.4(C), and hence Sf,d is realized as the C*-algebra of sections of a
locally trivial C*-algebra bundle over [];_; §%™ x [[;_, S**~! with
fibres P ® M.(C).

Theorem 5.3. The set of spherical noncommutative tori with prim-
itive ideal space []5_, S*™ x H;Zl S%ki=1 and fibres P;l ® M.(C) is in
bijective correspondence with the set of C*-algebras of sections of lo-
cally trivial C*-algebra bundles over [[;_; S*™ x [[;_; S**~* with fibres
Pd ® M.(C).

Proof. 1If c¢d = 1, we have obtained the result in Proposition 5.2.
So assume that e¢d > 1. Then one can assume that there is a matrix
subalgebra M 4(C) which is factored out of each inductive step, even
though My(C) is not factored out of P%. And P is isomorphic to
A% XagliXay X a,,mb- By Proposition 5.2, each C*-algebra of sections

of a locally trivial C*-algebra bundle over [];_, $*™ x[]>_, S2ki—1 with

fibres C*(dZ X dZ) X o3 Z X - - - X Z has the trivial bundle structure.

Ar4+m
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Hence each C*-algebra of sections of a locally trivial C*-algebra bundle
over [[;_, S#™i x szl S2ki =1 with fibres P/§1®MC(C) is given by twisting
C*(T7 x T2 x Z™72%) in A.q ® C*(Z™?) by the totally skew multiplier
p on Tr x T2 x Z™~2_ which is a spherical noncommutative torus.
Therefore, the set of spherical noncommutative tori with primitive
ideal space [[;_; S*™ x H;:1 S ~1 and fibres P ® M.(C) is in bijec-
tive correspondence with the set of C*-algebras of sections of locally
trivial C*-algebra bundles over [[i_; %™ x [[7_, S 2ki =1 with fibres
Pd @ M,(C). Q.E.D.
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Stable C*-algebras

Mikael Rgrdam

Abstract.

We give a survey of known and a few new results on stable C*-
algebras. Characterizations of stable C*-algebras are described, it is
decided for a number of operations on C*-algebras whether or not
they leave the class of stable C*-algebras invariant, and the rela-
tion between this topic and the structure of simple C*-algebras is
discussed.

§1. Introduction

This article contains some new results and a survey of older results,
mostly from the articles [12], [16], [17], and [19], on stable C*-alge-
bras. Recall that a C*-algebra A is stable if it is isomorphic to A ® K,
where K denotes the C*-algebra of compact operators on a separable
Hilbert space. Since K ® K = K it follows that A ® K is stable for every
C*-algebra A. If By and By are full hereditary sub-C*-algebras of a
C*-algebra A, then B; ® K = B, ® K by Brown’s theorem, [4]. In other
words, among full hereditary sub-C*-algebras the stable ones have the
distinguished property that they all are isomorphic to each other.

In BDF-theory, [5], extensions 0 - K — A — B — 0 (for fixed
(abelian) C*-algebras B) are classified, and it is contained in this theory
that A is stable if and only if B is stable in any such extension. The
extension question for stable C*-algebras asked if for any extension 0 —
I - A — B — 0 of (separable) C*-algebras one has that A is stable if
and only if I and B are stable. This question has recently been answered
in the negative in [19] (see Theorem 6.1). Some partial positive results
do however hold (see Section 6).

Blackadar has shown that an AF-algebra is stable if and only if it
admits no bounded non-zero traces. This results can be generalized (see
Section 3), but the existence (established in [16], see Theorem 4.3) of a

2000 Mathematics Subject Classification. Primary 46L05; Secondary
46L35, 19K 14.
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simple, stably finite, non-stable C*-algebra A such that M5(A) is stable
shows that Blackadar’s result is not valid for all (stably finite, simple)
C*-algebras.

The negative answer to the extension problem for stable C*-algebras
was obtained using methods similar to those used in the recent article
[18] were an example of a simple C*-algebra with a finite and an infinite
projection was constructed. It is no surprise that these two problems are
linked. In both cases one seeks C*-algebras exhibiting exotic comparison
properties (as first found by Villadsen in [20]). Another link is given in
the observation by Kirchberg that a simple C*-algebra is purely infinite
if and only if all its hereditary sub-C*-algebras contain a stable sub-C*-
algebra.

The first version of this paper was written in December, 2000. The
paper was revised in July, 2001, to include the results from the papers
[18] and [19].

I thank Larry Brown for valuable information about the extension
problem, and I thank MSRI for its hospitality during the fall of 2000
and for its support from the NSF grant DMS-9701755.

§2. Characterizing stable C'*-algebras

We begin this section by stating a result from [12] by Hjelmborg and the
author that characterizes stable C*-algebras. We need some notation to
state the result.

In a C*-algebra A, let F(A) denote the set of positive elements a in
A for which there exists e in A such that ea = ae = a. (Every element
in F'(A) belongs to the Pedersen ideal of A; but the Pedersen ideal can
in some cases contain positive elements not in F'(A). This is for example
the case whenever A is an algebraically simple, non-unital C*-algebra.)

A C*-algebra is said to be o-unital if it contains a countable approx-
imate unit; and it is called o,-unital if it contains a countable approxi-
mate unit consisting of projections. One can show that an approximate
unit of projections always can always be taken to be increasing and to
dominate any fixed projection in the C*-algebra.

Remark 2.1. (Equivalence of positive elements) Two pos-
itive elements a,b in a C*-algebra A are said to be equivalent, written
a ~ b, if there is an element x in A such that z*z = a and zz* = b.
Let = u(z*z)'/? be the polar decomposition for = in A**. Then uc
belongs to A for every c in aAa, and the map ¢ — ucu* defines an iso-
morphism from aAa onto bAb which maps a to b. Moreover, for each
positive element ¢ in aAa we have ¢ ~ ucu* because y = uc'/? belongs
to A, y*y = ¢, and yy* = ucu®.
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Write a 2 bif a and b are positive elements in A such that )bz, — a
for some sequence {z,} in A. For a in A™ and £ > 0 let (a — €); denote
the positive part of the self-adjoint element a — -1 in the unitization of
A. Then (a — €); belongs to A, and a = b if and only if (a — )4 ~ b,
for some b, in bAb for each ¢ > 0 (cf. [15, Proposition 2.4]).

Theorem 2.2. (Theorems 2.1 and 3.3 of [12]) The following
conditions are equivalent for every o-unital C*-algebra A:

(i) A is stable,

(ii) for every positive element a in A and for every positive € > 0
there are positive elements b, c in A such that |la —b|| < e, b ~ ¢,
and ||ac|| < e,

(iii) for every a in F(A) there is a positive element b in A such that
abanda Lb,

(iv) for every a in F(A) there is a unitary element u in the unitization
of A such that a L uau®,

(v) there is a sequence {E,}2°, of mutually orthogonal, mutually
equivalent projections in the multiplier algebra M(A) of A such
that 07 | E, =1 (the sum converges in the strict topology).

If A is further assumed to be op-unital, then (i) - (v) above are equivalent
to:

(vi) for every projection p in A there is a projection q in A such that
p~qandp Ll q.
Corollary 2.3. (Permanence)
(i) If A is a o-unital C*-algebra and if A is the inductive limit of an
inductive system of o-unital stable C*-algebras, then A is stable.
(ii) If A is stable, then so is every ideal in A and every quotient of
A.
(iii) If A is a o-unital, stable C*-algebra and if a is a positive con-
traction in A, then (1 —a)A(l — a) is stable.
(iv) If B is a sub-C*-algebra of a o-unital, stable C*-algebra A and
if B contains an approximate unit for A, then B is stable.
(v) If A is a o-unital, stable C*-algebra and if G is a countable dis-
crete group acting on A, then A x G 1is stable.

Parts (i), (iii), (iv), and (v) are proved in [12] (and the proof of (i)
and (iil) uses Theorem 2.2). To see that (ii) holds we may assume that
A = Ay ® K for some C*-algebra Ag. If I is a closed two-sided ideal in
Ao ® K, then I = Iy ® K for some closed two-sided ideal Iy of Ag, and
it follows that I and A/I are stable.

Extension of two (o-unital) stable C*-algebras need not be stable,
cf. Section 6. If A is stable, then so is A ® B for every C*-algebra B.
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In the converse direction one can clearly not conclude that A is stable
knowing that A® B is stable for some C*-algebra B, perhaps surprisingly
not even in the case when B = M5(C), cf. Theorem 4.3.

No stable C'*-algebra can admit a bounded trace nor can it have
a unital quotient. The converse does not hold in general (see Corol-
lary 4.4), but it does hold for certain well-behaved C*-algebras, cf.
Proposition 2.7 below. Hjelmborg proved in [11] that Cuntz—Krieger
algebras arising from infinite graphs are stable if and only if they admit
no bounded trace and have no unital quotient.

For a particularly well-behaved class of finite C*-algebras, absence
of bounded traces is equivalent to stability (see Section 3); and absence
of unital quotients is equivalent to stability for purely infinite C*-alge-
bras in the sense of [14] (see Section 5). A precursor to these results is
given in Proposition 2.7 below.

Definition 2.4. (Large subalgebras) A hereditary sub-C*-al-
gebra B of a C*-algebra A 1s said to be large in A if for every positive
element a in A and for everye > 0 there is x in A such that ||z*z—al| < e
and xx* belongs to B.

Any large hereditary sub-C*-algebra is necessarily full, i.e., not con-
tained in any proper ideal.

Every C*-algebra A is large in itself.

If B is a large hereditary sub-C*-algebra of A, then for each a in
F(A) thereis z in A such that z*z = a and zz* belongs to B. Indeed, if e
is a positive contraction in A such that ea = ae = a then z*(e—1/2) .2 =
a for some z in A (in the notation of Remark 2.1). Find z in A such that
|z*z —e]| < 1/2 and xzx* belongs to B. By [13, Lemma 2.2] there is y
in A such that y*z*zy = (e — 1/2)+. Put w = zyz. Then ww* belongs
to B and w*w = a.

The argument above also shows that for every projection p in A
there is a projection g in B such that p ~ ¢ (whenever B is large in A).

Recall that a (possibly non-simple) C*-algebra A is called purely
infinite if for every pair of positive elements a, b in A such that b belongs
to the closed two-sided ideal generated by a there is a sequence {z,} of
elements in A with z}az, — b (see [14]).

Lemma 2.5. FEvery full, hereditary sub-C*-algebra of a purely in-
finite C* -algebra is large.

Proof. Suppose that B be a full, hereditary sub-C*-algebra of a
purely infinite C*-algebra A. Let a be a positive element in A and let
e > 0 be given. Then a belongs to the closed two-sided ideal generated
by B, hence (a — €/3)+ belongs to the algebraic ideal generated by B,
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and hence (a — 2¢/3) 4 belongs to the algebraic ideal generated by some
positive element b in B. Since A is purely infinite, (a — ¢)1 = y*by
for some y in A. This shows that (a —e); = z*z and zz* € B when
z = b2y, Q.E.D.

Lemma 2.6. Any full, stable, hereditary sub-C*-algebra of a sep-
arable C*-algebra is large.

Proof. Let B be a full, stable, hereditary sub-C*-algebra of a C*-
algebra A, let a be a positive element in A and let € > 0 be given. Since
F(B) is dense in B™ and since B is full in A, the algebraic ideal in A
generated by F(B) is dense in A. It follows that we can find b in F(B)
and x1,...,x, in A such that

I Z:c;bxj —a| <e.

It follows from Theorem 2.2 that there are mutually orthogonal and

mutually equivalent positive elements by = b,bs,...,b, in B. Find

U1,...,Un in B such that wju; = b and ujuj = bj, so that uju; =0

when ¢ # 5. Put x = Z;L=1 ujx;. Then zz* belongs to B and z*z =
n n

D i TjuTusTy = )iy x;bw; Q.E.D.

Proposition 2.7. (Proposition 5.1 of [12]) Let A be a o-unital
C*-algebra that has the property that any full, hereditary sub-C*-algebra
of A 1s large if it admits no non-zero bounded trace. Then A is stable if
and only if A has no non-zero bounded trace and no non-trivial unital
quotient.

Section 4 contains an example of a non-stable op-unital C*-algebra A
without bounded traces and unital quotients. Consequently, this C*-al-
gebra has a full, hereditary sub-C*-algebra which is not large in A and
which does not have a bounded trace.

The example below is due to Ken Dykema.

Example 2.8. The full free product K * K is not stable; hence the
class of stable C*-algebras is not closed under forming free products.

Indeed, K x K has a unital quotient. To see this, let {e;;}7%_; be
the standard matrix units for K. Observe that if D is a C*-algebra and
if f1, f2,... is a sequence of mutually orthogonal and equivalent projec-
tions in D, then there is an embedding ¢: K — D such that p(e;;) = f;.
Take the Cuntz algebra O, with its two canonical generators s; and ss.
Since every pair of non-zero projections in Oy are equivalent and any
non-zero projection in O has countably many mutually orthogonal non-
zero sub-projections, there are embeddings ¢y, p2: K — O3 such that
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p1(e11) = s1s7 and @z(e11) = s283. By the universal property of free
products there is a *~-homomorphism ¢: KxK — O3 whose restriction to
the first and the second copy of K is ¢1, respectively, 3. Accordingly,
1 = s187 + s285 belongs to the image of ¢. Hence K x K has a unital
quotient.

83. Stability of finite C'*-algebras

Blackadar proved in [1] that a (simple) AF-algebra is stable if and only
if it admits no bounded trace. We shall in this section pursue gener-
alizations of this result. Let us first remark that any unital, properly
infinite C'*-algebra is traceless but not stable. One will therefore expect
the two properties, being stable and being traceless, to be equivalent
only for finite C*-algebras; and even here the equivalence does not hold
without qualifications.

As in [1] it is convenient to consider also a third property of a C*-
algebra that the scale of its Ky-group equals the entire positive cone.
The positive cone and the scale of the Ky-group of a C*-algebra A are
given by

Ko(A)" ={[plo:p € P(A®K)},  Do(A) ={lplo:p € P(A)}.

It follows from Lemma 2.6 that Dy(A) = Ko(A)™ for all stable C*-alge-
bras.

An axiomatic description of a scaled ordered Abelian group is given
in the following:

Definition 3.1. A triple (G,G",%) will be called a scaled, or-
dered Abelian group if (G, G%) is an ordered Abelian group and ¥ is an
upper directed, hereditary, full subset of GT, i.e.,

(i) Vzy,z0 € ¥ dx € X2y <z, x5 <z,

(i) Ve GtVyeX:z<y=z€el,

(i) Ve € Gt Jye LIk € N: z < ky.
A (op-unital) C*-algebra A is said to be finite if it contains no infinite
projections, and A is stably finite if M, (A) is finite for every n. (A
projection is infinite if it is Murray—von Neumann equivalent to a proper
subprojection of itself.) If

Vp,q € P(A®K) : [plo =[¢lo in Ko(A) = p~gq,
then A is said to have cancellation. We have
sr(A) =1 = A has cancellation = A is stably finite,

for all C'*-algebras A.
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Lemma 3.2. Let A be a C*-algebra with the cancellation property,
let p be a projection in A, and let g be an element in Ko(A).
(i) If 0 < g < [plo, then there is a projection q in A such that ¢ < p
and [qlo = g.
(i) If A is op-unital, if [plo < g, and if g belongs to Dy(A), then
there is a projection q in A such that p < q and [q]o = ¢.

Proof. (i). Find projections e, f in matrix algebras over A such
that [e]o = g and [f]o = [p]lo — ¢g- Then [e ® f]o = [p]o and because A is
assumed to have the cancellation property we conclude that e & f ~ p.
Find a rectangular matrix v over A such that v*v =e® f and vv* = p,
and set ¢ = v(e @ 0)v*. Then ¢ belongs to A, ¢ < p, and [g]op = g.

(ii). There is an approximate unit {p,}>>, for A where each p,
is a projection dominating p. Now, [p,]o > ¢ for some n. Indeed,
take a projection ¢’ in A such that g = [¢']o and choose n such that
(1 — pr)¢'|| < 1. Then ¢ 2 pn, and so [palo > [¢']lo = g. Use (i) to
find a projection e in A such that e < p, — p and [e]p = g — [p]o. The
projection ¢ = p + e will then be as desired. Q.E.D.

Lemma 3.3.  The triple (Ko(A), Ko(A)",Do(4)) is a scaled, or-
dered, Abelian group if A is a op-unital C*-algebra with the cancellation
property.

Conversely, if A is a stable, op-unital C*-algebra with the cancel-
lation property, and if ¥ is a subset of Ko(A)T for which the triple
(Ko(A), Ko(A)™T, %) is a scaled, ordered, Abelian group, then there is a
full, op-unital, hereditary sub-C*-algebra B of A such that

(KO(B)vKO(B)+aDO(B)) = (KO(A)aKO(A)+’Z)'

Proof. Assume that A is a op-unital C*-algebra with the cancella-
tion property. Let {p,}>2; be an approximate unit for A consisting of
projections. (i) in Definition 3.1 holds as we can take z to be [p,]o for
some large enough n. (ii) follows from Lemma 3.2 (i). If ¢ is a projection
in My(A), then q is equivalent to a projection in M (p,Apy,) for some
large enough n whence [q]o < k[pn]o. Hence (iii) in Definition 3.1 holds.

To prove the second part of the lemma, use (i), (i), and (iii) in
Definition 3.1 to find 0 < z; < x5 < x3 < ... in X such that for every g

in Ko(A)" the following two conditions are satisfied:

e g < kx,, for some positive integers k and n, and

e g belongs to ¥ if and only if g < z,, for some n.
Use Lemma 3.2 (ii) to find an increasing sequence {q, }52 ; of projections
in A such that [g,]o = z,,. Let B be the closure of |J~ , ¢nAgn. Then
B is a full o,-unital sub-C*-algebra of A. By construction of B, if g
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is an element in Ky(A), then g belongs to ¥ if and only if there is a

projection e in B such that g = [e]o. It follows that the isomorphism
Ko(B) — Ko(A) induced by the inclusion mapping B < A maps Dy(B)
onto X. Q.E.D.

An ordered Abelian group (G,G™) is said to be weakly unperforated if
ng > 0 implies g > 0 for every g in GG and for every positive integer n.
(Other texts have assigned other meanings to the term weak unperfora-
tion.)

Proposition 3.4. Let A be a o,-unital C*-algebra with the can-
cellation property, and consider the following three conditions:

(i) A is stable,
(ii) Do(A) = Ko(A)™,
(ili) A admits no bounded trace.
Then
(i) < (i) = (i),
and (iii) = (ii) of A is exact, Ko(A) is weakly unperforated, and every
ideal in A is op-unital.

Proof. The implication (i) = (ii) holds for all C*-algebras (as noted
above). The assumption that A is op-unital implies that every non-zero,
densely defined trace 7 on A induces a non-zero state 7 on Ky(A), and

17l = sup{7(g) : g € Do(A)} = sup{7(g) : g € Ko(A)"} = o0,

when (ii) holds. Therefore (ii) = (iii).

(ii) = (i): Assume that (ii) holds. Let p be a projection in A. Then
2[plo belongs to Dy(A), and so it follows from Lemma 3.2 (ii) that there
is a projection ¢ in A with p < q and [g]o = 2[p|o. Using again that A
has the cancellation property we find that ¢ —p ~ p. It now follows from
Theorem 2.2 that A is stable.

(iii) = (ii): Assume next that Ky(A) is weakly unperforated, each
ideal in A is op-unital, A is exact, and that (iii) holds. Take g in Ko(A)*
and find a projection p in A ® K such that g = [p]g. Let I ® K be the
closed two-sided ideal in A ® K generated by p, and take an increasing
approximate unit {p,}52, of projections for I. Let T be the compact
set of traces 7 on I such that 7(p) = 1. Then

sup 7(pn) = 00
neN

for every 7 in T' (otherwise 7 would extend to a bounded trace on I and
in turns to a bounded trace on A).
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Each projection ¢ in I (or in I ® K) defines a continuous affine
function ¢: T — R, and {p,} is an increasing sequence of functions
tending pointwise to infinity. Since T is compact we have p,, > 1 for some
n. In other words, 7(p) < 7(pn) for all 7 in T. We infer that f([plo) <
f([pn]o) for all states f on (Ko(I),Ko(I)*) with f([p]o) = 1. Indeed,
each such state f lifts to a quasitrace 7 on I (by [3]) and each quasitrace
on an exact C*-algebra is a trace (by Haagerup’s theorem in [10]). By
Goodearl-Handelman’s extension theorem (see [9]), k[plo < k[pn]o in
Ko(I) (and hence in Ky(A)) for some natural number k. Since Ky(A)
is weakly unperforated we can conclude that [plo < [pn]o. This entails
that ¢ = [p|o belongs to Dy(A) using Lemma 3.3 and Definition 3.1
(ii). Q.E.D.

The three conditions of Proposition 3.4 are equivalent for all separable,
exact, real rank zero C*-algebras with the cancellation property and
with weakly unperforated Ky-group. This is a lot to ask for, but many
commonly encountered C*-algebras satisfy these properties. For exam-
ple, all AF-algebras, and more generally, all AH-algebras of real rank
zero and of slow dimension growth have these properties (see [8] and
2]).

Stability of a finite C*-algebra can also be expressed in terms of
properties of its multiplier algebra as in the proposition below from [17].
Recall that a unital C*-algebra is properly infinite if it contains two
mutually orthogonal projections p, ¢ such that 1 ~p ~ q.

Proposition 3.5. Let A be a C*-algebra and let M(A) denote its
multiplier algebra.

(i) If A is stable, then M(A) is properly infinite.
(ii) If A is o-unital, st(A) = 1, and A is not stable, then M(A) is
not properly infinite.
(iii) If A 1is o-unital, simple, st(A) = 1, and A is not stable, then
M(A) is finite.

Part (i) is standard and follows from the fact that M(A) ® M(K) (max-
imal tensor product) maps into M(A ® K). Parts (i) and (ii) say that
for o-unital C*-algebras A of stable rank one, A is stable if and only if
M(A) is properly infinite.

If A is a unital, properly infinite C*-algebra, then M(A) = A, and
hence M(A) is properly infinite. On the other hand, A is not stable.
We can therefore not in general deduce that A is stable knowing that
M(A) is properly infinite.
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§4. Stability is not a stable property

One often refers to a property of C*-algebras as being stable if it is
preserved by passing from A to M, (A) and vice versa for each n. Being
stable is not a stable property in this sense, as shown by the author in
[16] using techniques of Villadsen from [20].

We first state a result that limits how exotic this behavior can be:

Proposition 4.1. (Proposition 2.1 of [16]) Let A be a o-unital
C*-algebra. If M, (A) is stable for some integer n, then My(A) is stable
for all k > n.

The proof uses Theorem 2.2.
Let us indicate at the level of scaled, ordered Abelian groups why
there should exists a non-stable C*-algebra A such that M3(A) is stable:

Example 4.2. (Example 3.4 of [16]) Let Z, denote the group

7./27., and let Zéoo) denote the group of all sequences t = (t;)52,, with

t; € Zy and where t; # 0 for at most finitely many j. For each t € Zgoo)

let d(t) be the number of elements in the set {j € N | ¢; # 0}. Set
G=2Z®ZS, G ={(kt)|dt)<k}, I={(kt)|d{t)=k}.

Then (G,G",¥%) is a scaled, ordered Abelian group, cf. Definition 3.1.

To see this, let e; € Zgoo) be the generator of the jth copy of Zs and set
g; = (1,e;) € GT. Then

xX0
S=|J{zeG |z<g+g2++g;},
j=1

and in this picture it is easy to see that X satisfies the axioms of Defini-
tion 3.1.

The element (2, e;) belongs to G* but not to 3, and so ¥ # G*.

If A is a C*-algebra whose scaled ordered Kjy-group is isomorphic
to (G, G*, ), then the scaled ordered Ky-group of M5(A) is isomorphic
to (G,G*,%4+Y), where £+ is the set of elements z in G* for which
there exist yy,y2 in ¥ such that x < y; + y2. In the given example,
¥+Y = G, because if g = (k,t) belongs to G, then

g<g+g=1(2k,0)=2(g1 +g2+ -+ gk)

If we can find a op-unital C*-algebra A with the cancellation prop-
erty such that the scaled ordered Ky-group of A is isomorphic to (G, G,
Y), then A will be non-stable and M3(A) will be stable by Proposi-
tion 3.4. The C*-algebra found in Theorem 4.3 below, corresponding to



Stable C™ -algebras 187

n = 2, has the property that a subgroup of its Ky-group is isomorphic
to (G,GT,%).

For the formulation of the next result, recall that an AH-algebra is a C*-
algebra that is the inductive limit of a sequence of C*-algebras of the
form p(C(X) ® K)p, where X is a (not necessarily connected) compact
Hausdorff space and p is a projection in C(X) ® K.

Theorem 4.3. (Theorem 5.3 and Corollary 4.2 of [16])

(i) For each natural number n there is a simple, separable, op-unital
AH-algebra A of stable rank one such that M,(A) is stable but
M, _1(A) is not stable.

(ii) For each natural number n there is continuous field C*-algebra
A = (Az)zex, where X is a compact Hausdorff space and where
each fiber A, is isomorphic to K, such that M,,_1(A) is not stable
and M, (A) is stable.

We indicate here the proof of part (ii) in the case where n = 2. As
mentioned above, the proof follows ideas of Villadsen.

Let Y = RP? be the real projective plane and recall that its coho-
mology (over Z) is given as:

H(Y;Z) =7, H'(Y;Z) =0, H*(Y;7Z) = 7./27.
We have
CY)={feCD): f(z) = f(—=z) forall z € T}.

Let & be a complex line bundle over Y with non-trivial Euler class
e(&) in H%(Y;Z). This line bundle corresponds to the projection p in
M5(C(Y)) given by

p(re't) = (e‘itm et ”1r_(_lr_ T)> , r€0,1], t€0,2n].

Also, &9 ® &g = 62, the trivial 2-dimensional complex bundle over Y.
Put X =[] —,Y and let m,: X — Y be the coordinate map onto
the nth copy of Y. Put &, = 7 (&), so that each &, is a complex line
bundle over X. We have &, ® &, = 75 (& © &) = 0 for every n. An
application of Kiinneth’s theorem shows that & G & @ - - - & &, has non-
trivial Euler class for every n. It follows that there for no n is a complex
bundle 7 such that & & n =2 & & --- @ &, since that would entail

o ®dN=6HPLHDON=EE DL D DEy.
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This cannot be because 6, ® 1 has trivial Euler class, whereas &; @ &, @
-+ @ &, was constructed to have non-trivial Euler class.

Choose mutually orthogonal projections py, pa, ... in C(X)®K such
that p, corresponds to the line bundle £,, and let e be a projection in
C(X) ® K corresponding to the trivial bundle ;. Then

(a) pn ® pn ~ e®e for all n, and
(b) p1 is not equivalent to a sub-projection of ps + p3 + - -+ + py, for
any n.

Put ¢, =p1 + -+ + pn and set

A= U Qn(C(X) ®’C)Qn

With p,: A — K the restriction to A of the evaluation mapping C(X)®
K — K at x, A gets the structure of a continuous field C*-algebra with
base space X and with each fiber isomorphic to K.

By (b) above, there is no projection ¢ in A such that ¢ ~ p; and
q L p1, and it follows from (a) that M3(A) is stable. O

We can now conclude that there are non-stable C*-algebras that do not
have bounded traces or unital quotients:

Corollary 4.4. There is a non-stable, non-unital, separable, nu-
clear, simple, op-unital C*-algebra A that admits no bounded traces.

Proof. Take A as in Theorem 4.3 (i) corresponding to n = 2. Then
A is non-stable, separable, nuclear, simple and o,-unital. Since M3(A)
is stable, A is not unital, nor can it have a bounded trace. Q.E.D.

The corollary below (or a modification of it) was in [18] used to construct
a simple, unital, finite C*-algebra B such that M;(B) is infinite. Cuntz
has shown that every infinite simple C*-algebra is properly infinite, so
M>(B) is necessarily properly infinite. A non-simple unital, finite C*-
algebra A such that M2(A) is infinite has been known to exist for a long
time (see [6]), but in this (and related) examples, M5(A) is not properly
infinite.

Corollary 4.5. For each natural number n there is a unital C*-
algebra B such that M, (B) is properly infinite, but My(B) is finite for
k<n.

Proof. Take A to be the C*-algebra constructed in Theorem 4.3
(i). Let B = M(A) be the multiplier algebra of A. Then My (B) =
M(My(A)). We can now apply Proposition 3.5 to conclude that B is as
desired. Q.E.D.
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The C*-algebra B constructed in Corollary 4.5 is not separable, not
simple, and not nuclear. It is easy to make B separable: Take two
isometries s1, sy in M, (B) such that s1s] L s2s5. Let si(i,5) € B be
the matrix entries for s;, £k = 1,2, and let By be the separable sub-
C*-algebra of B generated by the 2n? elements si(7,7). Then s1,s2
belong to M, (By), and this makes M, (By) properly infinite. Being a
sub-C*-algebra of the finite C*-algebra My(B), My(Bp) is finite when
k <n.

We can rephrase Corollary 4.5 as follows: There is a unital, properly
infinite C*-algebra A such that (1—e)A(1—e) is finite for some projection
e #11in A, and e can be chosen to have size 1/n. The next corollary
says that the example can be sharpened in that e can be chosen to have
infinitesimal size.

Corollary 4.6. There is a properly infinite, unital C*-algebra A
and an embedding p: K — A such that for every non-zero projection e
in IC, the corner C*-algebra (1 — p(e))A(1 — ¢(e)) is finite.

Proof. By Corollary 4.5 there is for each natural number n a unital
C*-algebra B,, such that M, (B,,) is properly infinite and M,,_1(B,) is
finite. Put

A= H Mn(Bn)/Z Mn(Bn)7

where [[°7_, M,,(B,) is the C*-algebra of all bounded sequences {z,}22,
such that z,, € M,,(By,), and > -~ |, M,(B,) is the ideal of those {z,}7>,
for which ||z,| — 0. Let m: [[.o; Mn(B,) — A denote the quotient
mapping.

Since each M, (B,,) is properly infinite, [ -, M,(B,) and hence A
are properly infinite.

Let {e;;}75-; be a set of matrix units for the compact operators K.
For n in N and for 1 < 4,5 < n, let g € M,(C) C Mq(By) be the
(1, 7)th standard matrix unit (wrt. the natural embedding of M, (C) into

M, (B,,) defined by the unit of B,). Set ggl) = 0if 7 or j is greater than

n. Put .
) (2) (3
9ij =(Q§j),9§j)>9§j)a---), fij = m(gi5)-

Then {f;;}5_, are matrix units for K, and so there is a *-homomor-
phism ¢: K — A given by ¢(e;;) = fi;. We proceed to check that
(1 — ¢(e))A(1 — ¢(e)) is finite for all non-zero projections e in K. It
suffices to consider the case e = eq;.

Suppose, to reach a contradiction, that (1 — p(e11))A(1 — ¢(e11)) is
infinite and take a non-unitary isometry s in that algebra. Lift s to an
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element z = (z1,22,...) in [[ . ; M,(B,). Upon replacing each z,, by
(1—g§711))33n(1—g§7f)) we may assume that each z,, = (1—ggq))xn(1—ggrf)).
Since
m(1l — g%ll), 1-— gg), ) =1—=p(enn) =n(xizy, 25T, ... ),

we conclude that ||z} z, — (1 — gﬁb))” — 0, and so z x, is invertible (in
the corner algebra (1 — g{"™) M, (B,)(1 — g{*)) for all sufficiently large
n. As (1 — ¢\P)Mn(Bn)(1 = ¢{7) = M,,_1(B,) and this C*-algebra is
finite, we can further conclude that z,, is invertible for all large enough
n. But then s is invertible, a contradiction. Q.E.D.

By an argument similar to the one outlined below Corollary 4.5, the C*-
algebra A in Corollary 4.6 can be taken to be separable. One cannot take
A to be simple: any simple, unital C*-algebra that admits an embedding
of K is properly infinite (cf. [7]); and there are embeddings

K (1-e)K(l—e)— (1-p(e)A(l —p(e)).

§5. Stability of infinite C*-algebras

A (simple or non-simple) C*-algebra A is said to be purely infinite if it
has no Abelian quotient and if for every pair of positive elements a,b
in A, such that b belongs to the closed two-sided ideal generated by a,
there is a sequence {x,} of elements in A with z}ax, — b (see [14]).
This notion was introduced by Cuntz for simple C*-algebras, and he
defined, in agreement with the definition above, a simple C*-algebra
to be purely infinite if each of its non-zero hereditary sub-C*-algebras
contain an infinite projection.

There are nice characterizations of stability for purely infinite C*-
algebras, and conversely, one can characterize pure infiniteness in terms
of stability.

We look first at the case of simple C*-algebras. Here we have the
following classical result of of S. Zhang from [21] (that also can be derived
from Theorem 2.2 using that every purely infinite, simple, o-unital C*-
algebra has an (increasing) approximate unit consisting of projections,
and that for any pair of non-zero projections p, ¢ in such a C*-algebra
one has p = q):

Proposition 5.1. (Zhang’s Dichotomy) A o-unital, purely in-
finite, stmple C*-algebra s either unital or stable.

The result below is an observation of Kirchberg and it is a special case
of Proposition 5.4 below for which we include a proof.
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Proposition 5.2. A simple C*-algebra A is purely infinite if and
only if every non-zero hereditary sub-C*-algebra of A contains a (non-
zero) stable sub-C*-algebra.

Purely infinite C*-algebras (simple and non-simple alike) have no traces.
The proposition below, proved in [14, Theorem 4.24] and which is an
easy consequence of Proposition 2.7, extends Zhang’s Dichotomy. There
are (non-simple) purely infinite C*-algebras that are neither stable nor
unital. Take for example Cy(R) ® Os.

Proposition 5.3. A (possibly non-simple) purely infinite, o-unital
C*-algebra is stable if and only if it has no unital quotients.

George Elliott suggested that the following result holds:

Proposition 5.4. Let A be a (possibly non-simple) separable C*-
algebra A. Then the following three conditions are equivalent:
(i) A is purely infinite,
(ii) every mon-zero hereditary sub-C*-algebra of A contains a full,
stable, hereditary sub-C*-algebra,
(iii) every mon-zero hereditary sub-C*-algebra of A contains a full,
stable (not necessarily hereditary) sub-C*-algebra.

Proof. (i) = (ii): Let B be a non-zero hereditary sub-C*-algebra
of A. Take a countable dense subset X of the unit ball of BT and put

Y={(b-1/n);:be X, neN},

cf. Remark 2.1. Let Y = {b1,bs,...} be an enumeration of Y. We
proceed to find mutually orthogonal positive elements ci,co,... in B
such that ¢; ~ b; (cf. Remark 2.1) and BN {c1,...,c,}* is full in B for
every n. The set {c,,cnyi1,...} will then be full in B for every natural
number n. We construct the sequence {c,}>°, by induction and to do
so it suffices to justify the first step, i.e., to find ¢;.

By construction, by = (b — &)y for some € > 0 and some positive
contraction b in B. The element b is properly infinite because A is purely
infinite and we can therefore find z,y in bAb with

' =y'y=(b—¢/2)4, zz* L yy*,

(see [14, Lemma 3.2]). Let = u|z| be the polar decomposition for x
as in Remark 2.1. There is a positive contraction f in the hereditary
sub-C*-algebra generated by z*x = (b—e/2) such that fby = by f = b;.
Put ¢; = ubiu™, put e = ufu*, and let I be the closed two-sided ideal in
B generated by B ﬂ{cl}i. Then ¢; ~ by, cf. Remark 2.1, and it remains
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to show that I = B. Because yy* belongs to B N {c;}+ we conclude
that y*y = (b—¢/2)4+ belongs to I. It follows that f and hence e belong
to I. By construction, ec; = c;e = ¢; and so (1 — e)a(1 — e) belongs to
Bn{c}* for all a in B. Now, each element a in B belongs to the ideal
generated by {eaa*e, (1 —e)aa*(1—e)} and hence to I. This proves that
I =B.

Let D and D,, be hereditary sub-C*-algebras of B generated by

c1,Cs, ..., respectively, by ¢i,...,¢,. Then D; C Dy C -.. and D =
Uzozl D,,. Since D contains c¢;,cg,..., the closed two-sided ideal of B
generated by D contains by, bo, ..., and this set generates B. Therefore

D is full in B. We must also show that D is stable. This follows by an
application of Theorem 2.2, but it can be seen more easily by first noting
that D is purely infinite, being a hereditary sub-C'*-algebra of A, and D
has no unital quotient. Indeed, assume that J is a proper ideal in D and
that D/J is unital. The unit of D/J will then belong to D,,/(J N D,)
for some sufficiently large n. In that case ¢ belongs to J for all k > n;
but ¢p41,Cny2, ... is full in D (by construction of b,, and ¢,,), and hence
J = D, a contradiction. Proposition 5.3 now yields that D is stable.

(il) = (iii) is trivial.

(iii) = (i): Suppose that (iii) holds. Take a positive element a
in A and find a full, stable sub-C*-algebra D of aAa. Let € > 0 be
given. Being separable and stable, D contains a sequence of mutually
orthogonal and equivalent elements cy,co,... so that a belongs to the
ideal generated c;. (To see this, write D = Dy ® K, take a strictly
positive element ¢ in Dy and put ¢; = c®e;;.) Let u;, j > 2, be partial
isometries in A™ implementing the equivalence between c; and c; so
that ulcju; = c¢1, cf. Remark 2.1, and such that w;u; 1 c¢; when 7 # j.

. . . n *
Find n and elements z1,...,z, in D such that (a —¢)y = ijl TiC1T;.
Put
n 2n n n
e= E ¢y, f= E cj, T = E U; T, Yy = E Up5 T
j=1 j=n+1 j=1 j=1

Then e and f are mutually orthogonal positive elements in aAa and
z*er = y* fy = (a — €)4+. This shows that a is properly infinite, cf. [14,
Proposition 3.3], and since a was arbitrary we conclude that A is purely
infinite. Q.E.D.

§6. Extensions of stable C*-algebras

Extensions of two stable C*-algebras need not be stable as the following
theorem, proved recently in [19], shows:
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Theorem 6.1. There is an extension

0—=C(Z)®K A K 0

of C*-algebras, where Z = HZOZI S2, such that A is non-stable. More-
over, A can be chosen to be op-unital.

The proof of Theorem 6.1 is somewhat similar to the proof of Theo-
rem 4.3. Some special cases of the extension problem for stable C*-al-
gebras remain open:

Question 6.2. Given a split-exact sequence of (separable) C*-al-
gebras

0 J A#B———w

Does it follow that A is stable if I and B are known to be stable?

Question 6.3. Given two stable closed two-sided ideals I and J
in a (separable) C*-algebra A. Does it follow that their sum I + J is
stable?

If I and J are stable ideals in a C'*-algebra A, then I+ J is an extension
of two stable ideals:

0 I I+J——{U+J)/I——0.

(Note that (I + J)/I = J/(I NJ) is stable being (isomorphic) to a
quotient of the stable C*-algebra J.)

Given a partially ordered set (P, <). An element x in P is called
mazximal if x <y implies x = y for all y in X. An element x is called a
greatest element if y < x for every y in X. A greatest element is also a
maximal element (but not conversely); a partially ordered set can have
at most one greatest element, but it can have several maximal elements.

Proposition 6.4. Fvery separable C*-algebra has a mazimal sta-
ble ideal (i.e., a stable ideal not properly contained in any other stable
ideal).

Proof. Use Zorn’s Lemma to choose a maximal totally ordered fam-
ily {I;};e1 of stable ideals in A (counting O as a stable ideal) and set

I =J,c; ;- Then I is an ideal in A and I is not properly contained in
any stable ideal in A by maximality of the set {I;}.c1. It follows from
Corollary 2.3 (i) that I is stable. Q.E.D.

Question 6.5. Does every (separable) C*-algebra A have a great-
est stable ideal (i.e., a stable ideal that contains all other stable ideals)?
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It can be shown that the canonical ideal C(Z) ® K is a greatest stable
ideal in the C*-algebra A from Theorem 6.1. Notice that the quotient
by this ideal is stable. Hence the quotient of a separable C*-algebra by
its greatest stable ideal (whenever it exists) can have stable ideals.

It follows from Proposition 6.4 (and its proof) that any stable ideal
of a separable C*-algebra is contained in a maximal stable ideal. We
can therefore rephrase Question 6.5 as follows: Does every (separable)
C*-algebra have a unique maximal stable ideal?

For separable C'*-algebras, Question 6.5 is equivalent to Question 6.3.
It is trivial that Question 6.3 will have affirmative answer if Question 6.5
has affirmative answer. To see the converse direction, let A be a separa-
ble C*-algebra, and let {I;};c1 be the collection of all stable ideals in A
(including 0). If Question 6.3 has affirmative answer, then I;, + I;, be-
longs to this collection for all 27,45 € 1. It follows that I = UieHIi is an
ideal in A, and every stable ideal in A is contained in I. Corollary 2.3 (i)
shows that [ is stable.

Consider the continuous field C*-algebra A = (A;).ex constructed in
Theorem 4.3 (ii). Each open subset U of X defines an ideal Ay =
(Az)zeu of A consisting of those section a = (a;) in A such that a, =0
whenever x ¢ U; and every ideal in A is of this form. In the given case,
each fiber A, is isomorphic to K and hence is stable, but no ideal Ay is
stable — roughly because each non-empty open subset U of X contains
an open cylinder set:

VixVox- - xV,xY¥xYx-.. CU, V; CY.

We give in Propositions 6.8 and 6.12 below a partial positive answer to
Question 6.2.

Lemma 6.6. Let A be a C*-algebra and let I be a closed two-
sided ideal in A. If I and A/I have no (non-trivial) unital quotients,
then neither has A.

Proof. Suppose, to reach a contradiction, that J is a proper closed
two-sided ideal in A such that A/J is unital. Then A/(I + J) is a unital
quotient of A/I and therefore I + J = A. Hence

I _I+J A

nJg — J J
so that I /(I N J) is unital. This entails that I NJ = I. It follows that
I C J and consequently J = A, a contradiction. Q.E.D.
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Lemma 6.7. Let A be a C*-algebra, let I be a closed two-sided
ideal in A, and assume that neither I nor A/I have (non-trivial) unital
quotients. Then for each a in A, the C*-algebra (1 — a)I(1 — a*) is full
in I and has no (non-trivial) unital quotients.

Proof. Let A denote the unitization of A. Let J be the closed
two-sided ideal in A generated by 1 — a, let Jy be the closed two-sided
ideal in A generated by (1 —a)A(1 —a*), and let Iy be the closed two-
sided ideal in I generated by (1 —a)I(1 —a*). Then Jo = J N A and
Ip=JdNnI=JyNnI. Let 7: A — Z/J be the quotient mapping. Then
m(a) = 7(1), and so 7(A) is unital. The kernel of the restriction of
7 to A is equal to Jy. Hence A/Jp is unital. By Lemma 6.6 and the
assumption that I and A/I have no unital quotients we conclude that
Jo = A. Tt follows that Iy = I so that (1 —a)I(1 —a*) is full in [I.

Assume next, to reach a contradiction, that Ly is a proper ideal in
(1 —a)I(1 — a*) such that (1 —a)I(1 —a*)/Lo is unital. Let L be the
closed two-sided ideal in I generated by Lg so that

L():(l—a)[(l—a*)ﬂL.

Let w: A — A/L be the quotient mapping. Find e in (1 — a)I(1 — a*)
such that 7(e) is the unit for (1 — a)I(1 — a*)/Lo, and put y = e+a—ea.
Then y belongs to A and

(L—y)I(1—y") = (1—e)(1 - a)I(1 - a*)(1 - €) C L,

contradicting the first part of the lemma saying that (1 —y)I(1 — y*) is
full in 1. Q.E.D.

Proposition 6.8. Let I be a stable, closed, two-sided ideal in a
separable C*-algebra A, and suppose that A/l is stable. Then the fol-
lowing three conditions are equivalent:

(i) A is stable,

(ii) for each positive contraction a in A, the hereditary sub-C*-algebra
(1 —a)I(1 — a) is large in I (cf. Definition 2.4),
(iii) (1 —a)I(1 — a) is stable for each positive contraction a in A.

Proof. (i) = (iii). If A is stable, then so is (1 —a)A(l —a) by
Corollary 2.3 (iii). Hence (1 — a)I(1 — a) is stable by Corollary 2.3 (ii)
being an ideal in a stable C'*-algebra.

(iii) = (ii) follows from Lemmas 2.6 and 6.7.

(il) = (i). Suppose that (ii) holds. To show that A is stable we use
Theorem 2.2 and find to each a in F'(A) a positive element a; in A such
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that a L a; and a 3 aq (cf. Remark 2.1). Let m: A — A/I denote the
quotient mapping.

There is a positive contractions e in F'(A) such that ea = a = ae.
Set f = m(e). Since A/I is stable and f belongs to F(A/I) there is
f"in F(A/I) with f ~ f" and f L f’ (by Theorem 2.2). Because
J'= (1= F)J(1— f) we get

fre=HA/IA - f)=x((1-e)A(l —e)),

and we can therefore find a positive contraction €’ in (1 —e)A(1 —e)
such that 7(e’) = f’. Since w(e’) ~ m(e) there is a positive element c
in I such that (e —1/3); 2 € @ ¢, cf. [14, Lemma 4.2]. It follows that
(e—2/3); 3 (¢ —6)+ @ (c — 6)+ for some 6 > 0, cf. [15, Proposition
2.4]. Put ¢ = (c—6)y € F(I) and e, = (¢/ — )+ € F(A). Then a 3
(e—2/3)+ 3 e(Pco. Let g be a positive contraction in A such that gej, =
epg = e;. By assumption (and by the remarks below Definition 2.4) there
is a positive element c¢; in (1 —e—g)I(1 —e— g) such that ¢y ~ c;.
Now, a, ej, and ¢; are mutually orthogonal, positive elements in A, and

a 3 ePecg 3 epPer 3 eyt
We can therefore take a; to be e + c;. Q.E.D.

Lemma 6.9. Let A be a C*-algebra, and let I be a stable, closed
two-sided ideal in A such that the quotient A/I does not have (non-
trivial) unital quotients. Let a be a positive contraction in A. Then

(1 —a)I(1 — a) admits no non-zero bounded trace.

Proof. Assume to reach a contradiction that 7 is a bounded (posi-
tive) trace on the hereditary sub-C*-algebra (1 — a)I(1 — a). This hered-
itary sub-C*-algebra is full in I by Lemma 6.7. We can therefore extend
7 to an unbounded (because I is stable) densely defined trace 7 on I.

Now, I is an ideal in the unitization A of A, and we can extend 7 to
a lower semi-continuous trace function 7: At — [0,00]. Let J be the
closed two-sided ideal in A generated by all positive elements b in A with
7(b) < 00. A positive element b in A will then belong to J if and only if
T((b—¢)4+) < oo foralle >0.

Now, [ is contained in J because 7 is densely defined on I. Since
7 is not bounded on I we cannot have 7(1) < oo; thus J # A. The
assumption that 7 is bounded on (1 — a)I(1 — a) leads to 7(1 —a) < oo,
and hence 1 — a belongs to J.

Let 1: A — Z/J and 7: Z/I — /I/J be the quotient mappings.
Then (1) = ¢(a) because 1 — a belongs to J, and it follows that ¢ (A)
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is unital. Since w(A/I) = )(A), A/I has a unital quotient contrary to
our assumptions. Q.E.D.

To state Proposition 6.12 in general terms the following definition is
convenient.

Definition 6.10. A C*-algebra I is called regular if every full,
hereditary sub-C*-algebra of I, that has no unital quotients and no bounded
traces, is stable

It follows from Corollary 4.4 that not all C*-algebras are regular. On
the other hand, many C*-algebras are regular:

Lemma 6.11. A C*-algebra I is reqular

(i) if I is an exact C*-algebra with the cancellation property, RR(I)
=0, and Ko(I) is weakly unperforated, or
(ii) if I is purely infinite.

Proof. (i). Let I be a full, hereditary sub-C*-algebra of I. Then
Iy is op-unital because I has real rank zero. The cancellation property,
exactness, and having weakly unperforated Ky-group are all properties
that pass to full hereditary sub-C*-algebras, so Iy has these properties.
Proposition 3.4 therefore yields that I is stable if Iy has no bounded
trace.

(ii). Every hereditary sub-C*-algebra of a purely infinite C*-algebra
is again purely infinite ([14, Proposition 4.17]) and hence is stable if it
has no unital quotient, cf. Proposition 5.3. Q.E.D.

Proposition 6.12. Let

0 1 A B 0

be a short exact sequence of separable C*-algebras and suppose that I is
regular. Then A is stable if and only if I and B are stable.

All AF-algebras, and more generally all AH-algebras of real rank zero
and of slow dimension growth, are regular (see the comments below
Proposition 3.4). In particular, for every extension 0 - KX — A — B —
0 of separable C*-algebras one has that A is stable if and only if B is
stable, a fact that implicitly is contained in the BDF-paper [5].

Proof. 1If A is stable, then so are I and A/I (by Corollary 2.3 (ii)).
Assume now that [ and A/I are stable and that [ is regular. As
(1 —a)I(1 — a) is a full hereditary sub-C*-algebra of I that has no uni-
tal quotient (by Lemma 6.7) and no bounded traces (by Lemma 6.9)
for every positive contraction a in A, the assumption that I is regular
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implies that (1 —a)l(1 — a) is stable. Proposition 6.8 then yields that
A is stable. Q.E.D.
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Non-commutative Markov operators
arising from subfactors

Masaki Izumi

§1. Introduction

It is well-known that there exists a close relationship between sub-
factor theory and (ordinary or non-commutative) probability theory. In-
deed, one may observe it already in V. F. R. Jones’ original paper [12],
where L!-estimate of conditional expectations plays an important role
in his proof of reducibility of Jones subfactors of index larger than 4.
Since then, several authors discussed the relationship between these two
fields [1] [2] [8] [9] [10] [15] [16] [17] [18]. Among other notions in prob-
ability theory, the most suitable one for subfactors so far is the theory
of Poisson boundaries of random walks. It is well-known that the center
of the core of a subfactor can be identified with the L°-space of the
Poisson boundary of some random walk on the principal graph.

In [11], the author obtained a precise description of the relative com-
mutant of the fixed point subalgebra under the infinite tensor product
action of the quantum group SU,(2) on the Powers factor. Indeed, it
may be regarded as “the function algebra” over “the Poisson bound-
ary” of a non-commutative Markov operator (synonymously, a unital
completely positive operator) on “the group algebra” of SU,(2).

Following the same philosophy, in this note we provide a general ma-
chinery to determine the structure of the (higher) relative commutants
of the core inclusions of (not necessarily strongly amenable) subfactors.
These relative commutants also may be regarded as “the function al-
gebras” of “the Poisson boundaries” of some non-commutative Markov
operators of finite type I von Neumann algebras. As an easy application,
we give a new proof, based on a random walk on some ladder-like graph,
to the above mentioned fact about Jones inclusions.

2000 Mathematics Subject Classification. Primary 46137, 461.53, 60J50.
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§2. Preliminaries

In this section, we give a quick introduction to two main ingredi-
ents of this note: (1) Poisson boundaries for Markov operators (2) a
bimodule description of higher relative commutants of subfactors. Our
basic reference for the boundary theory of (ordinary) random walks is
V.A. Kaimanovich’s review article [13]. Here, we give an algebraic de-
scription of the Poisson boundaries, and also give their extension to the
non-commutative setting. For subfactors, we freely use definitions and
notations in D. E. Evans and Y. Kawahigashi’s book [5].

2.1. Poisson Boundaries

We start with a simple and classical case. Let X be a countable
set. A Markov operator P on the state space A is a unital normal
positive map from ¢°°(X) to itself. For a given Markov operator, the
corresponding transition probability p(s,t) from s € X to t € X is given
by

P(6t) = Zp(svt)ésa

seX

where 65 is the characteristic function of the one point set {s}. A func-
tion f is called harmonic if the right-hand side of the following makes
sense and it is satisfied:

£(s)=>_p(s,t)f(t),

which is equivalent to P(f) = f for bounded f. We denote by H* (X, P)
the set all bounded harmonic functions.

The Poisson boundary of (X, P) is, roughly speaking, a measure
space (2, 1) describing H*° (X, P), as in an analogous manner that the
boundary values on the unit circle determines harmonic functions on
the unit disc through the classical Poisson integral formula. Though one
can find in [13] a decent measure theoretic construction of the Poisson
boundary of (X, P), in this note we adopt the following characterization
as a local definition [14, pp. 462], which is more suitable for the non-
commutative situation: For every pair f,g € H*(X, P), strong limit

s— lim P"(fg)
n—oo
always exists and harmonic. This introduces a new associative product
into H*° (X, P), and equips it with abelian von Neumann algebra struc-
ture. The Poisson boundary is characterized as a measure space (€2, 1)
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such that L>°(2, ) is isomorphic to the abelian von Neumann algebra
H*>(X,P).

Now we consider the notion of “Poisson boundaries” in a more gen-
eral situation. Let A be a von Neumann algebra and P be a normal
unital completely positive map from A to itself. Sometimes, we call
P a non-commutative Markov operator for an obvious reason. We say
that z € A is P-harmonic or harmonic with respect to P if x is fixed
by P. H*(A, P) denotes the set of P-harmonic elements. Note that
H®> (A, P) is a weakly closed operator system [4]: namely it is a unital
self-adjoint subspace of A.

We show that H*°(A, P) has a von Neumann algebra structure as
in the classical case, though it is in general non-commutative and no
underlying measure theoretic object exists. We fix a free ultrafilter w €
BN \ N and define a norm one projection E,, from A to H*®(A, P) by

the weak limit
n—1

.1 k
E.(z) —w—ARE;P (x).

Then, we can introduce von Neumann algebra structure into H*°(A, P)
by using the Choi-Effros product E, (zy) for z,y € H*(A, P) [4]. The
resulting von Neumann algebra may be considered as a non-commutative
analogue of the function algebra over “the Poisson boundary” associ-
ated with (A, P). Note that the Choi-Effros product E,(zy) for z,y €
H>(A, P) does not depend on w because every completely positive sur-
jective isometry between two von Neumann algebras is actually an iso-
morphism.

As in the classical case, a natural and tempting question would be to
identify this von Neumann algebra with known one for a given concrete
example of P. The goal of this note is to show that some von Neumann
algebra naturally appearing in a subfactor problem happens to be “the
function algebra” of “the Poisson boundary” of some non-commutative
Markov operator, and H*(A, P) with the Choi-Effros product gives a
better description of the algebra.

2.2. Core Inclusions

Throughout this note, N C M denotes an extremal inclusion of type
IT, factors with a finite Jones index [M : N]. Let

N=M ,CM=MyCM CMyCMszC---,

be the Jones tower for N C M. Weset A, =M NM,,n=0,1,2,---,
and B,, := N'NM,,,n = —1,0,1,---. Then, the standard invariant of the



204 M. Izumi

inclusion introduced by S. Popa [17] is the following nested commuting
squares:

A9 C A C Ay C
N N N
B, C By ¢ By C By C

We denote by A, and B, the weak closures of | J,, A, and |J,, By, re-
spectively in the GNS representations with respect to the natural traces.
The inclusion A,, C B, is called the core of M C My, which is known
to be anti-isomorphic to the original one if M is hyperfinite and N C M
is strongly amenable (See [17] for these terms). However, we focus on
the non-strongly amenable case in this note.

As in [5], we identify A, and B, with appropriate endomorphism
spaces of bimodules M}; more precisely, we have the following identifi-
cation:

Az, = End (M)
Agny1 = Endpy (M)W,
Bs,, = Endn (M),
By i1 = Endy (M) N-

These spaces have natural inclusion relations coming from taking tensor
products with the basic bimodules yMj,; and p; My from either left
or right, which are of course compatible with the inclusion relations of
{Ap}n and {B,}n.

Let G and H be the principal graphs of N C M. We denote by G°
and H° the set of vertices of G and H respectively. G and H are bipartite
graphs and we denote by geven, godd peven podd their even and odd
vertices respectively. We identify G¢V" (respectively Godd, Heven podd)
with the set of irreducible M — M (respectively M — N, N— N, N — M)
bimodules contained in p; M, 5, (respectively pyMyn, NMan, NMpar)
for some n. For even (respectively odd) n, we denote by G2 C G° the set
of even (respectively odd) vertices with distance from the distinguished
vertex *p; = prMps less than or equal to n. Note that each element of
GV is identified with a simple component of A,,.

It is well-known that the centers Z (Ao, ) (respectively Z(B)) of Aso
(respectively Bo,) can be identified with the L°-space of the Poisson
boundaries of some random walk on G (respectively H) [10] [17]. In this
note, we give a similar description of the relative commutant A, N B
using a non-commutative Markov operator. While the random walk on
G is determined only by the trace vector [10] [17], the Markov operator
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describing AL N By, is much more involved. Indeed, it is described in
terms of intertwiners of bimodules.

In the rest of this section, we collect notations for bimodules and
string algebras that will be used in this note.

Let A, B, and C be IlI; factors. For an A — B bimodules 4 Xpg, we
defined the statistical dimension of X by

d(4Xp) = /dimy X dim Xp.

For irreducible bimodules 4 Xpg, gYc, and 4Zc with finite statistical
dimensions, we denote by H)Z{’Y the space of bimodule maps

H)Z(’y = HOIH(AX ®B YC;AZC);

and by N )Z(,Y the multiplicity of 4 Z¢ in 4 X ®p Y. In particular, we
set B :=d(yMy)=d(pMnp), and

R Z
].—‘Z,X «.— NX,MMN

for A= B = M, C = N and bimodules X and Z associated with the
inclusion N C M. Let rx € H)A( + be the element defined by

TX(€®ﬁ) = <§7 77>Aa

where £, €4 X are A-bounded elements and (-, )4 is the A-valued
inner product. Note that this is, up to constant, the Frobenius dual of
the identity map 1x € Hf, - Then, the right hand side Frobenius dual

of 0 € H%  is expressed as

dlmXB
(¥ ® 1s).
\V dm Zo (Ix®ry)- (0" ®1y)

For a graph G and a path £ on G, s(§), r(£), and |£| denote the
source, the range, and the length of ¢ respectively. For a vertex v € G°
and n € N, we denote by Path], (G) the set of paths on G with source v
and length n. We denote by A?(G) the string algebra spanned by the

strings (&,n) with &, n € Path, (G), (&) = r(n).

83. Main Result

Let Coo := AL N By, Cp, := A, N By, n=0,1,2,---. We denote
by F, the trace preserving conditional expectation from B, onto B,.

Thanks to the commuting square condition, for a given z € C,
T, := E,(x) belongs to C,. The sequence {z,}>°, converges to z in
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strong *-topology. On the other hand, if {z,}22, is a bounded sequence
satisfying x,, € C,, and E,(zn+1) = Zn, the sequence converges to some
element z € Cy, such that z,, = FE,(x). Therefore, all information of
z € Cy is encoded in the sequence {z,}>> ;. Here, a possible difficulty
in analyzing this sequence would be that all members of {z,}°2; belong
to different algebras C,,, n = 0,1,2,..-.-. We start with a description
of C,, in terms of bimodules. The following lemma is just a translation
from an algebra language to a bimodule language:

Lemma 3.1. With the above notation, we have

Cop = @ Endy(nM Q@ Xy,

xegs,
Cont1® @D Endy(vM &y Xn)N.
Xeggn+l

Proof. Using the string algebra expression of C,, with respect to the
inclusions
AgC Ay C---CA, CBHB,,

we can see that every element in C, has the following form:

Z Z Coro (£ 04,6-0-), Cop 0. €C.

loyl=lo—|=1[¢]=n
This means that we have isomorphisms

Con 2 @ A%(9),

Xegy,
Cong1 = @ A% (H),
Xeggn—f-l

where G°49 is identified with 7°44 though the contragredient map in the
second equation. Thus, we get the result. Q.E.D.
In view of the above lemma, we set

Dx := EndN(NM R m XM)M; X e goven,

Dx =Endy(nM @ Xn)n, X € GO,

D, = @ Dx,

Xegl
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peven .— @ Dx :

Xegeven
D= @ Dx,

D = ]peven oy Dodd,

where the direct sums are understood as von Neumann algebra direct
sums. We regard D,, as a subalgebra of D in a natural way, and denote
by 7, : D — D, the natural projection. Let 6, : D, — (), be
the isomorphism established in the above lemma. Note that 6,, is not
compatible with the inclusion relations of {D,,} and {C,} (in fact, there
exists no inclusion relation between D,, and D, ;).

We introduce a Markov operator P of D. For simplicity, the bimod-
ule yMjs and ps My will be denote by p and p. For x € Dx, X € G°ve",
we set

T'y,x
P@)= " @ i D 0sem) Go1)- (1,0,

Yegodd

Ty,x - . .
where {vy;},2;* is an orthonormal basis of H};ﬁ. In a similar way, for

z € Dx and X € G°%, we set

I'x,y
P@ =7 B gy 218w 1) (1,5

Yegeven

where {vy; }E:Xl’y is an orthonormal basis of H) . It is easy to show that
P restricted to D®V*® and D°%9 are unital normal completely positive
maps from one to the other. In fact, this is the right Markov operator
that gives C, as “the function algebra” of “the Poisson boundary”.

Lemma 3.2. Let E,, 0, m,, and P be as above. Then, they
satisfy
gn-l'ﬂ-n—l'P:En—l'en'ﬂ-ny n:172)"'-

Proof. Tt suffices to show the equality for x € Dx, X € G. We may
and do further assume that n is even, (the odd case can be treated in
a similar way), and z has the form = = o} - o_, where o,0_ € HZ"/X,
for some irreducible yWas. Let {£}; be an orthonormal basis of Hg .
Since N C M is extremal, we have

dim X = dim X = d(X),
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dim MY = —d(ﬂi), dim YN = ﬁd(Y)

Thus, the right hand side Frobenius dual of &; is given by

f= R v en) € o)

Therefore, the Dy-component of P(z) is given by

dX) <X - .
m Z( p®§i)'($®1ﬁ)'(1p®§f)
Z Loy ®T)p) - (((1p®£;)"71 "0 (1p®£i))®1ﬁ)

'(1P®Y & T;)7

Let Vi be an irreducible N — N bimodule contained in y M ®p; Yn. We

choose orthonormal bases {7, }; and {{x }x of H} y and H}/ | respectively.

Using the connection and the basis of Hom(xM QY @ Mas, n\Wi)
coming from these, we get

(1,,@5;)-0;-0_-(1,)@&)

vy & x vy & x
= >, ml Loy myl Lo (nj®1p)- (i G
Vg kk' V . w 1% = %%
k k!

(ny ® 1p)-

Using the Frobenius reciprocity again, we get

(Logy ®7,) - (0 ®@1,) - G -G - (nyr ®1,)) ®15) - (1,gy ®77)
= n;-(ly ®"‘p) : (Cii G ® 15) - (v @ 1,) - myr

d W
pepd)
“pd(vy




Non-commutative Markov operators 209

where CA;; is the right hand side Frobenius dual of (. Thus, the Dy-
component of P(x) is

& &
(W) Y 3 X Yy =2 X )
> A il Loy my Lo ni-ny.
V,ij.j'k pd(V) Vv ? w Vv —C—> w
k k

Now, we compute E,_1 - 6, - mp(x). The string algebra expression
of 0,, - mn(z) in terms of the inclusions A, C A, C B, is

Z (6 : U-}—,f ’ O'_).
|€l=n

The same element can be expressed in terms of A, C B,_1 C B, as

£
Si

y & x Y X
> > ml Loy myl Lo (wnCr, vmjr-Cer)-
lv|=n—1Vii5.4" kk' V o w Vv = w
k k!

Therefore, we can get the statement from the explicit formula of the

conditional expectation from B,, to B, _; in terms of the string algebra
[5, Lemma 11.7]. Q.E.D.

Theorem 3.3. There exists a unital completely positive surjective
isometry O, : H* (D, P) — C satisfying
(1) For every x € H®(D, P), 0.(x) is given by

Ooo(z) = s — lim 6, - m,(z).

(2) For every pair z,y € H® (D, P), {P"(xy)}2, converges to an ele-
ment in H*° (D, P) in strong operator topology, and

Ooo (7)0o0 (y) = Oc0(s — li}ln P (zy)).

Except for surjectivity of 8., Theorem 3.3 is a direct consequence of
Lemma 3.2 and the non-commutative martingale convergence theorem
mentioned at the beginning of this section. To show that 8, is surjective,
we need the following Fougel’'type estimate as usual:

Lemma 3.4. For the Markov operator P as above, we have
lim ||P""% - P"|| =0.
n—00

In consequence, for every bounded sequence {x,}32, in D satisfying
Ty € Dy, mp - P(Tpy1) = xp, n=0,1,2,-- -, there exists x € H>*(D, P)
such that mp(x) = x,, for all n.
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Proof. For V € G°¥°", we define a normal completely positive map ®y
from D°V°" to itself in a similar way as P; for x € Dx, we set

a(0x) NXv
oy(z)= P _ﬁ Z p ®&v,i) (2 ®15) - (1, ®EY,),
y egeven —1

Y

where {&y;i},Y V is an orthonormal basis of HY —. Then, it is a routine

X,V
work to show @V(l) =d(V) and

Dy P = Niwdz.
Z

In the same way, for V € H®" we define a normal completely positive
map Py from D° to itself.
For a probability measure pu on G°V°" or on H®V°", we set

e AY)
¢u - ; Tv)@Va

which is a non-commutative Markov operator. Then, we get ¢, - ¢, =
®uwv, Where px v is the convolution product of two probability measure
p and v introduced in [10]. Moreover, the following holds:

1
P? = @(‘Dﬁp ® (I)pﬁ)-

If we define two probability measures g on GV*" and v on H®V*" by

\4
= Z ppé V:Z%év’

\%

we get P?" = ¢ n @ ¢,n, where p" and v™ are the n-fold convolution
product of p and v. Thanks to Fougel’s theorem [6] [10, Lemma 3.1],
we have the following #!-norm estimate:

n+1 n+41

lm ||@""" — "]y =0, lim || —v"||; =0.
n—oo ) n— oo

Therefore, we get lim,, ., |[|P""2? — P"|| = 0. The rest of the statements
is standard (see [13] for example). Q.E.D.
(2) of Theorem 3.3 implies the following:

Corollary 3.5. IfG or 'H has no multi-edges, C ts abelian.

Remark.
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(1) Assume neither G or H has multi-edges. Then, since D is abelian,

P induces a random walk on a graph. Let pXar, mYn, NVn,

and y Wy be irreducible bimodules associated with the inclusion
X 1% w w

N CMand § € Hy,,n € Hzy, ( € Hy,, 0 € H, x be

normalized unique (up to phase) intertwiners. Then, we have

¢ 2

Y X
] d(W) ]
P(o*o) = ——|nl lo n*-n.
zn: pavV) | v - W

Therefore, if we regard D as the £°°-space over the set of vertical
paths X', the transition probability from 7 to ¢ is given by

vy & x |
- = 4) -
p(n,0) Gd(V) né . %A/
¢

This is a reversible random walk in the sense of [19] thanks to

the renormalization rule of the connection. Let 7 be the natural
trace on By,. Then, for f € H*(D, P) we get

7(0oo (f)) = T(Eo(6o0(f))) = 7(6o - mo(f))-

Now we assume, for simplicity, that N C M is irreducible and
oo € X is the path corresponding to the intertwiner in Hom(p® s
My, p). Since the dimension of Dy is one, the above equation
means that 7(0,(f)) is given by the evaluation of f at o¢. Thus,
the measure corresponding to the restriction of 7 to C, is noth-
ing but the harmonic measure on the Poisson boundary of the
Markov chain induce by P with the initial distribution 6.

Let

oM o CM_ 1 =NCMy=M

be a tunnel. We set A;; := M, N M; and define A4, o to be
the weak closure of U;A; ;. Then, the same machinery works in
order to obtain C), o := A{)’oo N Ar - Indeed, there are obvious
elements in Cj, « coming from A, o, and what we really need
to obtain is pC), .cq¢ where p and ¢ are minimal projections in
Ano. Let 4Yy and aZp be bimodules corresponding p and g
respectively, where A is either M or N depending on the parity
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of n. Instead of D, we need to work on

DY : = (B Homa(Y ®uX,Z®u X)u
Xegeven

® @ Homa(Y @y X,Z®u X)n,
XEQOdd

as an object that the Markov operator P acts on. Or to make it
an algebra, we can put it into

@ DY,Z

Y, Z

where the product is given by the composition (the product of
not composable two elements is understood as 0).

(3) Let A be a von Neumann algebra and P be a unital normal
completely positive map form A to itself. As we stated in the
last section, we can always discuss the “Poisson boundary” using
the Choi-Effros product. However, those P coming from natural
examples, such as the classical examples or the ones discussed
here, seem to have an additional property: namely, for every
pair z,y € H*(A, P), the sequence { P"*(xzy)}, converges to an
element in H*°(A, P) in the strong operator topology. Does this
hold for every unital normal completely positive map? If it is not
the case, only those with the above property maybe deserve to
be called “non-commutative Markov operators”.

§4. Examples

In this section, we take the most fundamental example among non-
trivial ones: a subfactor with the principal graph Ao, and index larger
than 4 (Ao should not be confused with the algebra A, in the previous
two sections). Another example, for which H*°(D, P) may be explicitly
obtained, would be the free composition of the A3 and A4 subfactors [3]
[7] (see also [10]), though computation would be more complicated.

Let N C M be a subfactor with the principal graph A,, and index
larger than 4. Then, the core of this subfactor is the Jones inclusion,
whose reducibility was first proven in Jones paper [12]. Another proof
is available in Pimsner and Popa’s paper [15]. We choose 0 < q < 1
satisfying § = [2],, where
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For the edges of G and H, we use the following labeling:

H:V—2— 34—

The statistical dimension of the bimodules corresponding to n and n' is
[n]q.

There exists only one connection, up to gauge freedom, for A,
graph, which is given by

n — n+1 n

o

n+1 — n [lq

n — n—1 n

! [ )

n—-1 — n g

n — n+1 n+2 — n4+1

! ! = ! L =1,
n+1l — n+2 n+1 — n

n n+1 n—1
n—-1 — n n+1 — n [7lq

We use the following labeling of the vertical paths of length 1:

n n+1
a/n: l ) bn: l
n+1 n'

Then, D is identified with the £°°-space over

X = {an}fzozl U {bn}fzozl-
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ax az as aq

bl b2 b3 b4

Fig. 1. Graph X

Thanks to the formula obtained in the remark of the last section, the
transition probabilities corresponding to P are given as follows:

Howb) = prEpm "2
o) = oot 31,
Homnt) = gt n>2

o) = LT M2
p(bn, brt1) = [2][%;2]—;]; n>1,
p(bn, bny) = [—[g]—q_[;T]: n> 2.

All the other transition probabilities are 0. Therefore, we can regard X
as the vertex set of the graph X as in Figure 1, such that transitions
occur only to the nearest neighbors.

An important feature of this random walk is that the vertical bonds
decay exponentially fast as n tends to infinity, while we have asymptotics

1 1

———1+q2 >§, (n — o0).

p(ana an+1) = p(bna bn+1) ~
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More intuitively, when n is sufficiently large, the graph looks like split-
ting into two straight lines, while our random walk quickly goes to infin-
ity. In consequence, we get exactly two points in the Poisson boundary,
or in other words, Co, = C & C.

To make the above intuitive argument rigorous, we explicitly cal-
culate the harmonic functions. There are exactly two independent (not
necessary bounded) harmonic functions (even when ¢ = 1). We choose
a basis of them consisting of the constant function 1 and h satisfying
h(an) = —h(b,), n =1,2,---, h(ay) = 1. Let z, = h(a,) and zo = 0.
Then, the sequence {z,}22 , is determined by the following three-term
recurrence relation:

iIZO:O, z; = 1.

(1) (1 + [2]g[n]q[n + 1]g)zn
= [n 4 2]4[n]¢Zn+1 + [+ 1g[n — 1]g@n-1, n>1,

We show that this sequence is monotone increasing, and obtain the limit
lim,, a,, for 0 < ¢ < 1. Equation (1) can be expressed as

(2) 200 = [n+2]g[nlg(zns1 — zn)

—[n+1]4n—14(xn —2p_1), n>1
Thus, by induction we can show that {x,}2 is positive and monotone
increasing. We set y,, := py1 —Zp, n =0,1,2,---. Then, Equation (2)
implies

2
Yo = 17 Y1 = 757
3]q

(3) 2[n + Ugyn = [0+ 3lgynt1 + [n — gyn—1, n>1.
When ¢ = 1, it is easy to solve Equation (3), and we can see that {z,, }2° ,
is not bounded and C is trivial. When, 0 < ¢ < 1, we introduce an

analytic function g(z) defined on a neighborhood of 0 as follows (it is
easy to show that the radius of convergence is positive):

9(2) =) yn2"
n=0
Equation (3) implies that the following function equation holds:

(4) (z—q)%g9(qz) — (z —q ")?g(q7'2) = (¢ — q7?).
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This means that the radius of convergence of g(z) is larger than or equal

to ¢~ 2 (in fact it is ¢~ 2). Setting z = ¢ in Equation (4), we get
g+q!
g(1) = ———,
q q
and so,
: _q + g+q
lim z, = yn = g(1 .
n— o0 Z qg ' —gq
Therefore, h is bounded and dlm Coo =
We set
flzg(1)+h 2:g(l)—h
29(1) ° 29(1)

Then, f; and fo are two extremal positive harmonic functions of norm
1, and s0 0 (f1) and O (f2) are two minimal projections in Co. The
trace evaluations of these projections are given by

-1

e = T
m(Ooo(f1)) = rlar) = L.

— flg) = —4
7(0oo(f2)) = fa(a1) =

Of course, this agrees with the result in [15].
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Braiding and nets of factors on the circle

Yasuyuki Kawahigashi

Abstract.

We review various properties of braiding in subfactor theory and
their connection to nets of factors on S' particularly.

§1. Introduction

The notion of braiding has recently caught much attention in theory
of quantum groups, 3-dimensional topological quantum field theory, and
conformal field theory. Here we review the current status of results
related to braiding in subfactor theory. We particularly focus on nets of
factors on S!, or chiral conformal field theories on S! here.

§2. Braiding in subfactor theory

Braiding plays an important role in subfactor theory. Rehren’s early
work [26] sets a fundamental base in the theory of braiding in the setting
of subfactors and algebraic quantum field theory. He defined the notion
of braiding and its non-degeneracy for a system of endomorphisms of a
factor and showed that we have a unitary representation of SL(2,Z) if
and only if a braiding on a finite system of irreducible endomorphisms
is non-degenerate.

In subfactor theory, we work on a certain algebraic system which
is closed under algebraic operations such as “tensor product” and “con-
jugation”. In an axiomatic approach, our “object” is just something
satisfying certain set of axioms and one can study algebraic systems of
such objects independently from operator algebras, but we are interested
in operator algebraic viewpoints here. Then an object we study in such
a theory is an M-N bimodule or a *-homomorphism from N into M
where M and N are appropriate von Neumann algebras, usually factors
of type 1II; or type III. Considering bimodules over factors of type Il;

2000 Mathematics Subject Classification. Primary 81T05, 81T40, 46L37.
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and x-homomorphisms form a factor of type III into another are essen-
tially the same from a viewpoint of algebraic/combinatorial structures,
but in this paper we deal with type III factors in connection to algebraic
quantum field theory.

Let N be a factor of type III and A C End(N) a finite system of
endomorphisms of N in the following sense.

1. Each A € A is an irreducible endomorphism of N and has a finite
statistical dimension.

Endomorphisms in A are mutually inequivalent.

The identity morphism is in A.

For any X € A, we have a conjugate morphism X in A.

For any A, ;1 € A, we have non-negative integers Ny , satisfying
A1l = X2, en NX L[v], where [A] denotes the unitary equivalence
class of A which is also called a sector.

U

A system of endomorphism naturally gives a fusion rule algebra
with composition of endomorphisms as its multiplication, but there is no
reason this multiplication is commutative (up to inner automorphisms)
and it is very easy to construct a non-commutative example from an
action of a finite non-commutative group, for example. But here we are
interested in the commutative case.

When the composition of the endomorphisms in the system is com-
mutative up to inner automorphism of N, a braiding, roughly speaking,
means a “compatible choice” of such unitary intertwiners in each space
Hom(Ap, pA), A\, p € A. The following gives the precise definition of a
braiding on a system of endomorphisms. (Even when such a commu-
tative system is given, we do not have existence nor uniqueness of a
braiding in general.)

Definition 2.1. We say that a system A of endomorphisms of
N has a braiding if for any pair A, 4 € A there is a unitary operator
e(A\, u) € Hom(Ap, uX) satisfying the following properties.

1. We have e(idy, ) = e(A,idy) = 1, for any A\, p € A.

2. Whenever t € Hom(\, uv) we have

pt)e(X,p) = e(p,p)u(e(v,p))t,
te(p, A) = ul(elp,v))e(p, w)o(t),
p(t) e(u, p)ule(v, p)) = e(Xp)t",
t*ule(p,v))e(p, ) = elp,A)p(t)",

for any A\, u,v € A.

The unitaries (A, u) are called braiding operators. We sometimes
write e for ¢ with convention e~ (A, u) = (e(u, \))* for the opposite
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braiding. The following definition of non-degeneracy of a braiding means
that €T and e~ are “really different”. This notion is quite important
for our study as well as study of topological invariants, since a braiding
corresponds to a crossing of a planar picture of a link. (If overcrossing
and undercrossing are not really distinguished, one can easily imagine
that such a topological study is rather limited.)

Definition 2.2. We say that a braiding € on a system A of endo-
morphisms of N is non-degenerate, if the equalities e (\, u) = e~ (A, u)
for all endomorphisms p € A imply A = idy.

If we have a braiding on a finite system A, we can define S- and 7-
matrices whose sizes are the number of endomorphisms in A, as in [26].
The above non-degeneracy is equivalent to unitarity of the S-matrix as
proved in [26], and if it is non-degenerate, the S- and T-matrices give a
unitary representation of SL(2,Z).

The above setting is for endomorphisms of a single operator algebra
N. We now discuss subfactors N C M. Suppose we start with an ar-
bitrary subfactor N C M of type III with finite index. Let ¢+ : N — M
be the embedding map and 7 : M — N be its conjugate morphism.
We choose sets of morphisms yXn C Mor(N,N), yXy C Mor(M, N),
MXN C Mor(N, M) and p&Xp C Mor(M, M) consisting of representa-
tive morphisms of irreducible subsectors of sectors of the form [z - - - 7¢],
[Te---7], [¢---u] and [eL---uf] respectively. (We may and do choose
idps,idy in y XN, v XM as the endomorphisms representing the triv-
ial sectors.) Then yAXn and pr X are systems of endomorphisms of N
and M, respectively, in the above sense. We also assume that y Xy is
finite. This automatically implies that the subfactor N C M is of finite
depth. If y X is braided in the above sense, we say that the subfactor
N C M is braided. (Note that this is not equivalent to the condition
that p; X is braided.) More generally, we also consider a finite system
of endomorphism containing X strictly as a subsystem, and such an
extension is important in many aspects, but we do not care this matter
very much in this article. Even when a subfactor N C M is of type II,
we can consider a subfactor N @ R C M ® R for any type 1II factor R
and this tensoring does not change any abstract structure of bimodules
arising from the subfactor in which we are interested, so if the resulting
subfactor N®@ R C M ® R is braided, we also say that N C M is braided.

If we arbitrarily construct a subfactor, it is highly unlikely that
it is braided. However, natural constructions of a braiding are well-
known in theory of quantum groups and conformal field theory. We also
have natural appearance of braided subfactors in theory of subfactors as
follows.
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. Ocneanu’s asymptotic inclusions in [22, 23].

. Longo-Rehren subfactors in [18].

. Goodman-de la Harpe-Jones subfactors in [11, Sect. 4.5].
. Wassermann’s loop group construction in [29).

W N =

The first and second construction give a new subfactor from a given
one, and from a categorical viewpoint, they are identified as in [19].
They are very general constructions to produce a braiding from an arbi-
trary finite system of endomorphisms. In this sense, these constructions
can be regarded as an analogue of the quantum double construction [7]
in subfactor theory. (See [20, 21] for a more precise interpretation as a
quantum double construction.) Both of these are special cases of Popa’s
construction of symmetric enveloping inclusion [25]. For the third, we
need results from conformal field theory or quantum group theory in
order to show that the system of N-N bimodules is indeed braided.
For the fourth construction, we get more interesting examples in con-
nection to conformal inclusions as in [30, 31, 2]. The non-degeneracy
of the resulting braiding was claimed for (1) in [23] and proved for (2)
in [12]. (Strictly speaking, we need connectedness of the fusion graph
as in [9, Theorem 12.29]. Otherwise, we need to extend the system of
endomorphisms in order to get the non-degeneracy. See [12] for more
on this matter.) For (3), if we just consider the usual system of N-N
bimodules, then the braiding on it is possibly degenerate, since the N-N
bimodules correspond to the even vertices of the Dynkin diagram A,,.
We need to extend the system of bimodules so that we have N-N bimod-
ules corresponding to the odd vertices of A,. Then the braiding there
is non-degenerate.) For (4), non-degeneracy of the braiding is proved in
[29].

If we have a non-degenerate braiding on a finite system of endomor-
phism, we can produce an invariant of colored links up to regular isotopy
and a 3-dimensional topological quantum field theory of Reshetikhin-
Turaev type [27]. See [28] for more details on topological quantum field
theory. It has been extensively studied these years.

In subfactor theory, one of the most important applications of braid-
ing is theory of a-induction. This construction was defined by [18] and
used systematically in [30, 31]. For further development and unification
with Ocneanu’s graphical method in [24], see [1, 2, 3, 4, 5, 6]. With this
method, one can pass from a braided system to a new system which is
not braided in general. Other studies of non-degeneracy of braiding in
subfactor theory can be found in [8, 12, 13]. Izumi [12] found that study
of the Longo-Rehren subfactors can also be made from a viewpoint of
extension (or restriction) of endomorphisms.
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§3. Completely rational nets of factors on S!

Longo [16, 17] has found a deep relation of algebraic quantum field
theory to the Jones theory [14] of subfactors. Such a relation was also
studied in [10]. Here we explain algebraic quantum field theory on S*,
which is regarded as a compactification of R, and results in [15] in
connection to theory of braiding as described above.

We denote by Z the set of non-empty open connected proper subsets
of S'. Such a set is simply called an interval here. We study a local
irreducible conformal net A of factors on S', which is axiomatized as
follows.

For each interval I, we have a factor A(I) on a fixed Hilbert space
H. We also have a strongly continuous unitary representation U on H
of the Mé&bius group PSU(1,1) = SU(1,1)/{%1} which acts on S?! as
fractional linear transformations. For an arbitrary set E C S*, we define
A(F) to be the von Neumann algebra generated by all the A(I)’s with I
contained in E. For E C S!, we denote the interior of the complement
of E by E’. We then require that they satisfy the following properties.
(Though there are slightly different versions of requirements, here we
just list a simple set of axioms. Our results in [15] actually hold under
a weaker set of assumptions.)

e Isotony: For intervals I C J, we have A(I) C A(J).

e Locality: For disjoint intervals I and J, we have A(I) C A(J).

e Irreducibility: The von Neumann algebra generated by all A(I)’s
is B(H).

e Covariance: For g € PSU(1,1) and an interval I, we have

U(g)A(DU(g)" = Alg]).

e Positive energy: The generator of the rotation subgroup of PSU
(1,1) is positive.

e Split property: If I and J do not intersect for intervals I and J,
then A(I) ® A(J) are naturally isomorphic to A(I) Vv A(J).

e Strong additivity: For an interval I and its interior point p, we
have A(I) = A(I \ {p}).

e Unique existence of vacuum: All the vectors in H fixed by the
action of PSU(1,1) are multiples of a fixed non-zero vector €.

We then acutally have a stronger form of locality, Haag duality,
which says that for an interval I, we have A(I’') = A(I)". Factors A(I)
are then automatically injective and of type III;. Important examples
of such nets of factors on S' have been constructed by A. Wassermann
[29] using loop groups of SU(n).
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For an arbitrary set E C S, locality implies that A(E) and A(F’)
commute, thus we naturally have an inclusion A(F) C A(E’)’. This
inclusion can be non-trivial if E' is not an interval. We are interested in
this inclusion for the case E is a union of two intervals whose closures
have no intersection.

A representation 7w of a net A on a Hilbert space K is a family
m = {n1}1cs1, where 7] is a representation of A(I) on K and we require
that 77 is an extension of m; for intervals I C J. A representation
7 is called locally normal if each 7; is normal. Since we deal with
only representations on separable Hilbert spaces, the local normality
automatically holds. There is also a notion of covariance for such a
representation, which is defined as obvious compatibility with a unitary
representation of the Mobius group on K, but we do not assume such a
property on representations of a net. It turns out that this covariance
property automatically holds for representations of a net which we are
interested in.

Such a representation of a net is described as a localized trans-
portable endomorphism A of the quasi-local C*-algebra as usual in the
DHR-framework. See [10] for example. A unitary equivalence class of
such representations (or localized endomorphisms) is called a (superse-
lection) sector of the net A. For an interval I, such A gives a sector of
A(I), which is a unitary equivalence class of endomorphisms of A(I).
We are interested in structure of superselection sectors of a net A.

Let E be any union of two intervals on S! whose closures have no
intersection. Let A(E) = A(E')’ for such E and consider the subfactor
A(E) ¢ A(E). Tt turns out that if this subfactor has a finite index for
some F, then we always have the same finite index for any £. When
this finiteness holds, we say that the net A is completely rational and
write p 4 for the index value.

Let A be a completely rational net of factors on S' as above. Let
E be a disjoint union of two intervals I, J whose closures have no in-
tersection. Let A and p be irreducible endomorphisms of A localized
in I and in J, respectively. Then Apu restricts to an endomorphism of
A(E). Let vg be the canonical endomorphism of A(E) into A(E) and
O its restriction on A(E). We can prove as in [15] that Ay restricted on
A(F) is contained in fg if and only if A and p are mutually conjugate.
Moreovér, in this case, the multiplicity of Au|4(g) in 0F is one. Using
this, we can prove the following result as in [15], which gives a reason
for the terminology “completely rational”.
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Theorem 3.1. Let A be a completely rational net on S' as above.
Then the net A is rational in the sense that we have only finitely many ir-
reducible superselection sectors [Ao], [A1], - .., [An] with finite dimension,
and furthermore, we have Y . d(X;)? = pa.

Fix an interval I and regard [Aol,[A1],-..,[An] as sectors of A(I).
Then {Ao, A1, ..., A} gives a system of endomorphisms of A(7) in the
sense defined above. The Longo-Rehren construction [18] applies to such
a system and we have a factor A(I) ® A(I)°P? C B. The index of this
Longo-Rehren subfactor is equal to Y ., d(\;)? = p4 and this equality
suggests some relation between A(E) C A(E) and the Longo-Rehren
subfactor. Actually, we have the following result [15], where the symbol
“opp” means the opposite algebra.

Theorem 3.2. The subfactor A(E) C A(E) is isomorphic to the
Longo-Rehren subfactor A(I) ® A(I)°PP C B.

Now we discuss a relation of this result to theory of braiding. It
is well-known that we naturally have a braiding on the system of endo-
morphisms {Ag, A1, ..., A, } of A(I), and the construction of the braiding
goes roughly as follows. (See [1, Section 2.2], for example.)

Take endomorphisms Aj;, Ax localized in an interval I. Choose two
intervals Iy, I, with empty intersection, and Then there are unitaries
U; and Us; such that )\3- = Ad(U;) o Aj and A, = Ad(Uz) o Ay are
localized in Iy and I, respectively. Set e(\;j, A\x) = A (U7 )UsU1 A (Us).
This unitary does not depend on choices of U, Us, and it depends only
on the “order” of I, and I on S!. In this way, we get two unitaries
ei()\j, Ar) and these give a braiding on the system of endomorphisms
{Ao, A1, ..., An} of a type III factor A(T).

On one hand, the above theorem says that the subfactor A(E) C
./i(E ) is isomorphic to the Longo-Rehren subfactor arising from a braided
system of endomorphisms. As mentioned above, the Longo-Rehren con-
struction produces a non-degenerate braiding, but if we have a non-
degenerate braiding from the beginning, the Longo-Rehren construc-
tion just produces a direct product system of the original braided sys-
tem and its opposite system as in [23, 8, 12]. So if the original sys-
tem {Ao, A1,...,An} has a non-degenerate braiding, then the systems
of endomorphisms of A(E) and A(E) are isomorphic for the subfactor
A(E) C A(E). On the other hand, it is trivial from the construction
that the subfactor A(E) C A(E) is self-dual. In comparison to the study
of the Longo-Rehren subfactors (or asymptotic inclusions) arising from
a non-degenerate system as mentioned above, this self-duality suggests
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that the braiding on the system {Ag, A1, ..., A\, } is non-degenerate. We
have proved in [15] that this is indeed the case.

Theorem 3.3. The braiding on the system {A\g, A1,..., An} s non-
degenerate and thus we have a unitary representation of SL(2,7Z).

As a final remark, we note that it is not very easy to verify the
complete rationality since it involves the index computation, but Xu
has verified this condition in several cases. In the case of Wassermann’s
net [29] arising from loop groups of SU(n), Xu [32] computed the index
of the subfactor A(E) C A(E) using a brilliant idea and thus verified
the complete rationality. He then also applied the above our results in
various other contexts in [33, 34] by verifying the complete rationality.
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A notion of Morita equivalence between subfactors

Nobuya Sato

Abstract.

We will review a notion of Morita equivalence between subfac-
tors, which is a variation of Morita equivalence in ring and module
theory. The main result is stated as follows: for arbitrary two Morita
equivalent subfactors of hyperfinite II; factors with finite Jones in-
dex and finite depth we can always choose a finite dimensional non-
degenerate commuting square which gives rise to the subfactors iso-
morphic to the original ones. As an application of Morita equivalence
between subfactors in connection with recent developments of theory
of finite dimensional weak C™*-Hopf algebras, we will make a brief
comment about the 3-dimensional topological quantum field theories
obtained from subfactors with finite index and finite depth.

§1. Introduction

A basic tool to construct inclusions of hyperfinite II; factors with
finite Jones index would be the method of the commuting squares. From
a finite dimensional non-degenerate commuting square

Roo C Ro
N N
Ry C Rn

we can make the double sequence of finite dimensional C*-algebras {R;; }
by iterating the Jones’ basic construction. Then we get horizontal and
vertical inclusions of hyperfinite II; factors with finite Jones indices N =
VoloRon C VologRin = M and P = Voo oRno C Vol yRn1 = @ under
the assumption that the Bratteli diagrams of the initial inclusions in the
commuting square are connected.

A natural question is whether there is any relationship between these
two inclusions. In particular, when one of the inclusions is of finite depth,
then it is of great interest to know whether so is the other. Such ques-
tions were first raised by V. Jones in 1995. This question was answered

2000 Mathematics Subject Classification. Primary 46L37
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affirmatively using techniques of paragroup theory and the answer says
these inclusions have the same “size as C*-tensor categories” [S1].

When we have an inclusion of hyperfinite II; factors with finite Jones
index and finite depth, we can construct the topological quantum field
theory in three dimensions (TQFT) based on the triangulation of the
given 3-dimensional manifold V. This method was first done by Oc-
neanu. In the case of a closed manifold, we get a complex number. The
simplest example will be the three dimensional sphere S2. In this case,
the value of the theory is given by 1/(the size of C*-tensor category).
With this observation and the above relationship between the vertical
and horizontal inclusions, we can prove TQFT’s constructed from the
above vertical and horizontal inclusions are complex conjugate to each
other [S2]. This gives a finer answer to Jones’ question.

There should be a reasonable explanation for the above phenome-
non. We will see this can be achieved by the notion of “Morita equiva-
lence” between subfactors, which tells us that equivalent inclusions have
“equivalent representation theory” to each other. Actually, the notion
of Morita equivalence between subfactors is formulated in a quite similar
way as the one in ring and module theory. With this equivalence, we will
see there always exists some symmetry described by Morita equivalence
on the commuting squares in question.

§2. Definition and examples of Morita equivalence between
subfactors

The following observation is fundamental for our formalism.

Let N C M be an inclusion of II; factors with finite Jones index and
finite depthand let N C M C M; C My C --- C My C --- be the Jones’
tower of II; factors obtained by the basic construction. By the assump-
tion of finite depth, we have finitely many irreducible bimodules when
decomposing a P-Q bimodule pL?(M})q, where P and Q are either of
M or N. Hence, one gets a finite system of graded bimodules (called a
graded fusion rule algebra) consisting of irreducible N-N, N-M, M-N
and M-M bimodules in the sense that it is closed under the operations
of the relative tensor product, conjugation and direct sum decomposi-
tion of bimodules. We call a pair of these finite systems of four kinds of
bimodules and additional information about homomorphisms between
bimodules (called quantum 6j-symbols) a finite paragroup of (M, N)-
type. In other words, for finite systems of M-M and N-N bimodules,
a finite paragroup of (M, N)-type is defined when there exists an N-
M bimodule which generates a finite system of four kinds of graded
bimodules. '
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This gives rise to the following definition. We denote a finite system
of P-@) bimodules with finite index by pMg.

Definition 2.1. Let A and B be II; factors. We say that a finite
system of A-A bimodules sM 4 is Morita equivalent to that of B-B
bimodules pMp, if there exist A-B bimodules and the four kinds of
bimodules A-A, B-B, A-B, B-A make a finite system. We denote this
relation by aMa ~ pMp. (This is an equivalence relation.)

Note that finite system of four kinds of bimodules in Definition 2.1
gives a finite paragroup of (A, B)-type.

We are ready to introduce the notion of Morita equivalence between
subfactors. See [K] in the case of strongly amenable paragroups.

Definition 2.2. Let A C B and C C D be inclusions of I, factors
with finite Jones index and finite depth. We say that these two subfactors
are Morita equivalent if pMp ~ c Mc.

Since we have finite paragroups of (A, B)- and (C, D)-type from the
inclusions A C B and C C D respectively, we get oM 4 ~ gpMp ~
cMcec ~ pMp. This means that one may use, for instance, 4 My ~
pMp instead in Definition 2.2. And the standard arguments in sub-
factor theory give the equalities dimy M 4 = dimpMp = dimcMe =
dimpMp, where dimyM 4 = Z:XeAMA(dimAXA)2 (Here, summation
is taken over a representative set of irreducible A-A bimodules) is a
global index (or dimension) for 4 M 4.

Typical examples are in order.

Example 1 Let G be a finite group and H be its subgroup which
is relatively simple. Two subfactors N C N xGand N xH C N xG
obtained by the crossed product of an outer action of G on a II; factor N
are Morita equivalent because the systems of the N xG-N x G bimodules
arising from both subfactors are identified by the Mackey machine of
Ocneanu [KY].

Example 2 More generally, let P C Q C R be inclusions of II; factors.
Assume that the inclusion P C R has finite Jones index and finite depth.
It is known that the intermediate inclusion of P C R is also of finite
depth. Then the system of the R-R bimodules arising from @Q C R is a
subsystem of that arising from P C R. Moreover, assume that both of
the system of the R -R bimodules have the same global indices. Then
these two subfactors are Morita equivalent since both systems of the
R-R bimodules are identified. Hence, P C R and () C R are Morita

equivalent in this case.
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Example 3 Let N C M be an inclusion of I1; factors with finite index
and finite depth. Then, inclusions N C M and N C My are clearly
Morita equivalent.

When we take k to be the least integer such that N C M becomes
of depth two (this is possible since we are dealing with a finite depth
subfactor), one finds that there is an action of a finite dimensional bi-
connected weak C*-Hopf algebra A on N and a crossed product algebra
N x A is isomorphic to My, by a characterization of a depth two subfac-
tor due to Nikshych and Vainerman [NV1]. Roughly speaking, a finite
dimensional weak C*-Hopf algebra is a finite dimensional C*-algebra
which satisfies axioms of a C*-Hopf algebra with non-unital coproduct
and counit. See [BNS] for details. In [NV2], they proved a finite system
of N-N bimodules arising from N C N x A is equivalent to the cate-
gory of unitary representations Rep(A*) as monoidal categories. Hence,
a finite system of M-M bimodules arising from N C M and the finite
system of Rep(A*) are Morita equivalent in a broad sense.

Morita equivalence of subfactors is naturally associated with a finite
dimensional non-degenerate commuting square

Roo C Ron
n M
Rio C R

As in Introduction, iterating the basic construction in the horizontal
and vertical directions, we get two subfactors My C M; and Qg C @1,
respectively. Instead of the language of commuting squares, we use the
paragroup theoretical one. Then, we have the biunitary connection on
the four finite bipartite connected graphs corresponding to the inclusion
matrices in the initial commuting square. And by the string algebra
construction, we have the following double sequence of finite dimensional
C*-algebras.

C=A400 C Ao, C Ao,2 C -+ CMy=A4
M M M N
Ao C A1 C Az cC -+ CM =41
N M N N
Az o - A2 1 C Az o C -+ CM=A
N ' M M N
n N M

Qo=Awo C Qi=AAw1 C Q2=Ax2 C

Assume that either My C M; or Qo C Q1 is of finite depth. (Hence,
by [S1, Corollary 2.2], both of them are of finite depth.) By Ocneanu’s
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compactness argument, the higher relative commutant My’ N My, of the
inclusion My C M is contained in A o for each k. Denote VZ?__OMo/ﬂMk
by Bj. See the following diagram.

By C Aoo C Aop C A2 C -+ C Mo
n N n N N
B; C A1,0 C Al,l C A1,2 (G C M
n M N M N
By C Azp C Aznx C Azp C -+ C M
M N N n N
M M N N

B, C Q C @ <C Q2 C

Then one can show that the system of the BZZ-BZ? bimodules arising
from B% C Q7" is identified with that of the My-My bimodules arising
from My C M;. This implies that the subfactor B C Q5¥ is Morita
equivalent to My C M;. Since one can verify that B%? C QiF C Q7
satisfy the assumption of example 2, QF C Q7” is Morita equivalent to
My C M;.

§3. Reconstruction of a commuting square from the equivalent
subfactors

In Section 2, we saw that horizontal and vertical inclusions of hy-
perfinite II; factors obtained from a finite dimensional non-degenerate
commuting square are “opposite equivalent”. Now, our main theorem
claims that opposite equivalence of subfactors has enough information to
insure that they certainly come from a finite dimensional non-degenerate
commuting square.

Let pgc be the D-C bimodule pD¢ of the finite paragroup of
(C, D)-type which canonically arises from C C D, shp be the A-B bi-
module 4 Bpg of the A-B paragroup which canonically arises from A C B.
Denote the direct sum of the unitarily inequivalent irreducible C-A bi-
modules by ¢« X 4. Construct the following inclusions of finite dimen-
sional C*-algebras.

End(¢(g9)" ! ®c Xa ® (hh)"*h) C End(g(g9)" ™! ®c X4 ® (hh)")
N N
End((§9)" ®c Xa ® (BR)"h) C End((gg)" ®c Xa ® (hh)")

Then, one can show that this is a non-degenerate commuting square of
period two when n is large enough. Thus we have the biunitary connec-
tion arising from the above commuting square. By the string algebra
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construction, we get the following double sequences of finite dimensional
C*-algebras Ay = End(- - ®§Q®g® c*a®@h Q@ h---), where c*4 is an
S——— S———

k—folds [ —folds
irreducible C-A bimodule. See the following diagram.
Ao,o(= End(c*4)) C Ao 1 C Ao,z C -+ CMy=A40,0
N N N N
A1 - Ain - Ar2 C -+ CM =A
N N M M
Az0 C Az C Az2 C -+ CM=A4;,
N N N

Qo = A0 CQi=A01 CQr=Ax2 C
Then we have our main theorem.

Theorem 3.1. [S3] In the above notations, the subfactors My C
M; and Qo C Q1 are isomorphic to C°P C D°P and A C B, respectively.

Example Assume that the inclusion My C M; obtained in the theo-
rem is isomorphic to the inclusion R C R, where R is the hyperfinite
IT; factor and G is a finite group acting freely on R by a € Aut(R).
Then, we know that the finite system of BZP- BZP bimodules arising
from B% C Q¥ is isomorphic to that of R“-RY bimodules arising from
RE C R. In such a situation, Schaflitzel proved that B C Q57 is iso-
morphic to RY C (R® M, (C))¥, where H (C G) is a subgroup acting
on R® M, (C) by a|g ® Ad¥ (T is a projective representation of H on
M., (C)) [Sc|]. This characterization gives a restriction of the inclusion

oP C QJF. Namely, it is isomorphic to R C (R® M,,(C))¥ in a good
situation (i.e., x-flat case) and in general it is an intermediate inclusion

of RE € (R® M,(C))H, ie., RS C QP € Q¥ = (R® M,(C))H.

§4. A comment on topological quantum field theories in 3
dimensions constructed from subfactors

From an inclusion N C M of type I1; factors with finite index and fi-
nite depth, we have two kinds of 3-dimensional topological quantum field
theories (TQFT for short). Let us recall briefly how they are obtained.

Since we have a finite paragroup of (M, N)-type, we have a graded
fusion rule algebra. A space of homomorphisms Hom(pXq ®¢g Yr,p Zr)
for irreducible X, Y and Z is a finite dimensional Hilbert space and
has an orthonormal basis with respect to the inner product defined by
(&,m) = &-n* € End(Z) = C. Then, for each orthonormal basis of homo-
morphisms &; € HOIH(QAR XRRr Ys,Q Cs), & € Hom(pXQ 2] Cs,p DS),
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& € HOIII(pXQ@QAR,p BR), & € Hom(pBR®RYS,p Ds), where P, @,
R, S are either of M or NV and pXg, rYs, AR, PBr, 9Cs, pDs are ir-
reducible bimodules, we have a complex number W(A, B,C, D, X, Y |¢,,
§2,&3,84) defined by §4 - (§3®id) - (id®&1)" - &5 € End(pDs) = C. Then,
the quantum 67-symbol Z is defined by Z(A, B,C, D, X,Y [£1,&2,€3,&4)
= [B]"Y4[C)"Y4W (A, B,C,D, X, Y |£1, &, 3,€4). Now, we associate
each tetrahedron with a quantum 6j-symbol. See the following figure.

Let V be a compact 3-dimensional manifold without boundaries
and 7 be a triangulation of V. For each vertex of (V,7), we assign
the label either of M or N and fix it. Let C. be the possible as-
signment of irreducible bimodules in a finite paragroup to each edge
of triangulation. Namely, we consider a face of a tetrahedron as a
space of homomorphisms. For each assignment of C., let C; be the
assignment of an orthonormal basis of homomorphisms to each face
of a tetrahedron. Now, ((V,7) is defined to be a complex number
(dimP) =% 3 Zcf I x edges[X |2I1Z (tetrahedron), where dimP is the
global index of the finite paragroup P, a is the number of vertices and
[X] = (dimyX)(dimXpy). The important point here is that {(V,7)
does not depend on neither the triangulation or labelings of N and M
on each vertex. Hence, we get a topological invariant of V' and we may
write (V) instead of ((V,7). (When V has a boundary, some modifica-
tion is needed.) Moreover, {(V) can be extended to satisfy the axioms
of a (unitary) TQFT in the sense of M. Atiyah [A]. Namely, ( is a
functor from the category of cobordisms of surfaces to the category of
finite dimensional Hilbert spaces with some properties for cut and glu-
ing. This type of construction was first achieved by Turaev and Viro in
the case of data from a quantum group of U,(slz) [TV] and the present
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formalism using a paragroup is due to A. Ocneanu [O1]. We call our ¢
the Turaev-Viro type TQFT obtained from a finite paragroup.

The notion of Morita equivalence between subfactors is remarkably
efficient when one constructs topological quantum field theory of Turaev-
Viro type. Denote by (p—p (resp. (n—n) Turaev-Viro type TQFT
constructed from the data of M-M (resp. N-N) fusion rules and asso-
ciated quantum 6j-symbols obtained from N C M. Then, (j;_p and
(n_n give rise to the same TQFT’s. More generally, we have the same
TQFT’s for finite paragroups arising from Morita equivalent subfactors.

Ocneanu introduced a new construction of an inclusion of II; factors
with finite depth and finite index, the asymptotic inclusion M Vv (M' N
M) C My, from an inclusion of II; factors N C M with finite index
and finite depth, where M., = V52 ; M,,. He had noticed that the finite
system M, of M, .-M,, bimodules arising from the asymptotic inclu-
sion was an analogue of the quantum double in quantum group theory.
Actually, he claimed that the finite system M, has a non-degenerate
braiding through TQFT of Turaev-Viro type [O1], [EK]. In fact, one can
prove that M, satisfies the axioms of modular tensor category. Hence,
with a general machinery of Turaev, one can construct a Reshetikhin-
Turaev type TQFT based on Dehn surgery of 3-dimensional manifolds
02], [T);

By the definition of the Morita equivalence of two finite depth sub-
factors, they give rise to the isomorphic Turaev-Viro type topological
quantum field theories. Since, by Example 3 in Section 2, a finite depth
subfactor N C M is always Morita equivalent to an inclusion of the form
N C N x A, where A is a finite dimensional weak C*-Hopf algebra, one
knows that TQFT’s obtained from the former and the latter are iso-
morphic on one hand. On the other hand, a system of N-N bimodules
arising from the latter inclusion is equivalent to the category of finite
dimensional unitary representations Rep(A*) of the dual weak C*-Hopf
algebra A* of A. Hence, we may conclude that Turaev-Viro type TQFT
obtained from a finite depth subfactor is always obtained from the data
of the category of finite dimensional unitary representations of a weak
C*-Hopf algebra with quantum 6j-symbols.

Keeping the situation in the previous paragraph, when we take the
asymptotic inclusions for both N C M and N C N X A, one can prove
that the tensor category of M..-M,, bimodules arising from the former
inclusion is isomorphic to that of the latter because the original sub-
factors are Morita equivalent and modular tensor categories obtained
from the asymptotic inclusions are described by TQFT’s of Turaev-Viro
type [02], [EK]. Moreover, one can prove the latter tensor category
is isomorphic to the category RepD(A*) of finite dimensional unitary
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representations of D(A*) as unitary modular tensor categories, where
D(A*) is the quantum double weak C*-Hopf algebra of A* [BS], [NTV].
As a consequence, the Reshetikhin-Turaev type TQFT obtained from
N C M through the asymptotic inclusion is isomorphic to the one ob-
tained from the category of finite dimensional unitary representations of
the quantum double of a weak C*-Hopf algebra. Hence, TQFT’s of both
Turaev-Viro and Reshetikhin-Turaev type constructed from subfactors
with finite Jones index and finite depth are obtained within the category
of finite dimensional unitary representations of finite dimensional weak
C*-Hopf algebras. See [S4] for more details.
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Amalgamated free product
over Cartan subalgebra, 11
Supplementary Results & Examples

Yoshimichi Ueda

§1 Imntroduction

Let A O D C B be two von Neumann algebras together with
a common Cartan subalgebra. Then the amalgamated free product
M = Axp B with respect to the unique conditional expectations from A,
B onto D can be considered. In our previous paper [Ul], the questions
of its factoriality and type classification were discussed in detail, which
will be reviewed in §4. The main purpose of the paper is to give fur-
ther supplementary results obtained after the completion of the previous
paper together with discussions on some examples.

The author would like to express his sincere gratitude to the organiz-
ers Bruce Blackadar & Hideki Kosaki for inviting him to the US-Japan
seminar 1999 held at Fukuoka, Japan and for giving opportunity to
present this work.

§2 Amalgamated Free Products of von Neumann algebras

Let A D D C B be o-finite von Neumann algebras, and let Eg :

A — D, E5 : B — D be faithful normal conditional expectations. Then
one can consider the amalgamated free product of A and B over D with
respect to the conditional expectations ES, Eg:

(Ma Eg[) = (A’ ES) *D (B,Eg)

It is defined as a pair of a von Neumann algebra M into which the triple
A D D C B is embedded and a faithful normal conditional expectation
EM . M — D, and characterized by the following three conditions:

e M is generated by the subalgebras A, B;

2000 Mathematical Classification. Primary 46L54; Secondary 37A20.
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Ep|a=Ep, Ep | = Ep;
A, B are free with amalgamation over D in the D-probability
space (M D D, EM), see [VDN], i.e.,

EM ({alternating words in A°, B°}) = 0,

where we denote A° = KerE4, B° = KerEJ as usual.

For the details, we refer to [P2],[VDN],[U1] (see also [BD]).

In analysis on type III factors, modular automorphisms are of central

importance so that we need to compute the modular automorphisms

ol °Ep (t € R) for a faithful normal state ¢ on D.

Theorem 2.1. ([U1, Theorem 2.6]) We have

M A M B
(2.1) of " |4 =0f", o5 = o,

The modular operator A, EM and the modular conjugation J™ can
be also computed explicitly. (See [U1l, Appendix I].)

63 Amalgamated Free Products over Cartan Subalgebras

Let A and B be von Neumann algebras with separable preduals, and
we suppose that they have a common Cartan subalgebra D or equiva-
lently that there is a common subalgebra D satisfying:

e D isa MASA in both A and B;

e there are (automatically unique faithful) normal conditional ex-
pectations Eg :A— D, Eg :B— D;

e the normalizers Ns(D), Ng(D) generate the whole A, B, re-
spectively.

(See [FM].) Let
(M, Eg[) = (4, Eg) *D (BaElg)’

and we will write M = A xp B since there is no other choice of normal
conditional expectations from A, B onto D.

The triple A O D C B produces two countable non-singular Borel
equivalence relations R 4, R g over a common standard Borel probability
space (X, ) in such a way that

31) A=W (Ra), B=W; (Rg), D=L®X,p),
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where W7 (Ra), W;_,(Rp) denote the von Neumann algebras con-
structed from R4, Rp together with relevant 2-cocycles o4, op, re-
spectively, by the Feldman-Moore construction ([FM]). After fixing a
point realization D = L*°(X, u), such a pair (R4, Rp) is uniquely de-
termined up to null set. (This fact will be discussed in [U2] in detail.)
Therefore, the countable non-singular Borel equivalence relation

Ry :=RaVRp (C_:XXX)

is a canonical object attached to the triple A O D C B, and we call this
equivalence relation the canonical equivalence relation associated with
the amalgamated free product M = A xp B or the triple A O D C B.

§4 Factoriality & Type Classification ([U1])
In this section, we review our previous paper [U1].

Let A D D C B be as in §3, i.e., two von Neumann algebras (with
separable preduals) and a common Cartan subalgebra. We here discuss
the amalgamated free product M = A xp B. The first problem is its
factoriality, namely, to find a suitable sufficient condition for the amal-
gamated free product M to be a factor. A satisfactory answer to the
problem was given in our previous paper.

Theorem 4.1. ([U1, Theorem 4.3]) If either A or B is a factor
of non-type 1, then the amalgamated free product M = A xp B over a
common Cartan subalgebra D becomes a factor. More precisely, if A (or

B) is a factor of non-type 1, then there is a faithful normal state ¢ on
D such that

(4.1) (AonS), NMCA (resp. (B¢OEB)’ NMC B) :

Furthermore, if A (or B) is further assumed to be of type IIIy (0 < A <
1), then the state ¢ can be chosen in such a way that

(42)  (Agopa) NA=Cl (resp. (Byops) N B = 01) .

This result can be generalized further. Such a generalization will be
discussed later, see Remark 4.8 (2),(3).

The second problem seems Murray-von Neumann-Connes’ type clas-
sification of the amalgamated free product M. In this direction, we
obtained the following corollaries of Theorem 4.1:
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Corollary 4.2. [U1l, Corollary 4.5]) Suppose that both A and
B are factors of non-type 1. If M = A xp B is of type lllg, then both A
and B must also be of type I1l,.

Corollary 4.3. ([U1, p.377]) Suppose that both A and B are
factors of non-type 1.
(1) If either A or B of type 111 and if M = A xp B is semi-finite (i.e.,
has a faithful semi-finite normal trace), then M must be of type I1;.
(2) If either A or B is of type I (0 < A < 1), then M = Axp B must
be of type 11Ly1/» or of type I11;.
(3) If either A or B is of type 111, then M = A xp B must be of type

ITI,.

(4) If A is of type I\ and B of type 111, with 1i)\ ¢ Q, then M =
og K

A xp B must be of type I11;.

For a while, we assume that A D D C B is a general triple of o-
finite von Neumann algebras together with faithful normal conditional
expectations ES tA— D, Eg : B — D, and let

(M’ Egl) = (A7Eg) *D (B>Eg)

be the amalgamated free product. Choose and fix a faithful normal state
@ on D, and we set:

A=A x EgRQf)::DxWRgE::Bx vos R,

@wo

and

M:=M X eopM R.
Then there are faithful normal conditional expectations

BR:Ai—Di BR([ awn t)dt) | Ebaimoa,

— o0

E’g:éelﬂj; EE(/ b(t ) / EB(b(t))A(t)dt,

EM.M—D; EN (/oo m(t))\(t)dt) - /_Oo EM (m(t))\(t)dt

-0

Theorem 4.4. ([U1, Theorem 5.1]) In the current general set-
ting, we have

(4.3) (MEAg) o (ﬁ, Eg) - (E,EE) .
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Moreover, the dual action 8™ (t € R) associated with M is determined
by those 07, 0F associated with A, B, respectively, in such a way that

(4.4) oMz =00 0 lz=07.

Let us return to the original setting, namely, the triple A 2 D C B
consists of two von Neumann algebras with separable preduals and a
common Cartan subalgebra. By Theorem 4.4, we have

—_— ~

(4.5) M (: A?}/B) ~ A+ B.

Since D is also a common Cartan subalgebra in both Aand B , we write
A%z B as the amalgamated free product von Neumann algebra of A and

B over D with respect to the conditional expectations F7, EB since no
confusion is possible.

We further suppose that both A and B are factors of non-type I in
what follows. Theorem 4.4 (or (4.5)) together with the proof of Theorem
4.2 implies

Theorem 4.5. ([U1l, Theorem 5.4]) In the current setting, we
have

(4.6) Z(M) = Z(A)n Z(B) C D.

Let (Xa,F#), (XB,FP) be the flows of weights ([CT]) of A4, B,
respectively. Fix a point realization D = L*°(X, u), and set Xp := X X

R equipped with the usual product measure du® e ~tdt and FP(z,s) :=
(z,s +t). Then there are two factor maps

w3+ (Xp, FP) = (Xa, F"), 75 :(Xp,F’) — (X, F)

since D is a common Cartan subalgebra in both A, B. Let (Xar, FM) be
the flow of weights of M. Theorem 4.5 says that there are three factor
maps

Wj\q/,[:(XAaFtA)_')(XMuFtM)a Wﬁ :(XBuFtD)—_)(XMaFtM)’

7P (Xp, FP) — (Xu, FM).
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Corollary 4.6. ([U1, Corollary 5.6]) The flow (X, FM) is de-
termined as the unique mazimal common factor flow of those (Xp, F),

(XA, FtA), and (XB, FtB).

This corollary explains all the type classification results mentioned
before. Indeed, if A (or B) is a factor of type III;, then the flow of
weights (Xa, F{) (resp. (Xp, FP)) is trivial (see [CT],[T2]), i.e., the
one-point flow, and hence the corollary says that so is the flow of weights
(X, FtM), which means that M is of type III;. The others can be also
explained similarly.

Corollary 4.7. ([U1, Corollary 5.8]) If A and B coincide with
each other, i.e., A = B, then the amalgamated free product M = Axp B
(= Axp A) and A (= B) have the same flow of weights. In particu-
lar, any ergodic flow can be realized as the flow of weights of a certain
amalgamated free product.

Remarks 4.8. A few remarks are in order.

(1) Corollary 4.6 has the trivial reformulation: The flow of weights
(Xar, FM) coincides with the associated flow ([HOO],[Kr],[FM]) of the
canonical equivalence relation R s introduced in §3.

(2) Based on Theorem 4.4, (4.3) (or (4.5)) together with the proof of
Theorem 4.1, we can show the following: Let A and B be von Neumann
algebras (with separable preduals) having no type I direct summand,
and let D be a common Cartan subalgebra. Then we have

(4.7) Z(Axp B) = Z(A)n Z(B) (C D).
This implies
(4.8)

Z(A*p B) = Z(A+p B)

9M

= Z(4)"" NZ(B)"" = 2(A)n Z(B) (C D)

thanks to (4.4) and the continuous decomposition theorem [T2].

(3) The (4.8) in the above (2) can be reformulated as follows: Under
the assumption that both A and B have no type I direct summand, the
amalgamated free product M = A xp B is a factor if and only if the
canonical equivalence relation R, is ergodic.

§5 Miscellaneous Results

51.Let ADDC Band Ef: A— D, EB: B — D be asin §2, and let

(M7 Egl) = (Av ES) *D (B’Eg)
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be the amalgamated free product. Suppose that M has separable pred-
ual, or equivalently that so do both A and B, and further that we have
known that

(5.1.1) Z(M) = Z(A)n Z(B) C Z(D).

Then we have the following simultaneous direct integral decompositions:

@ ) &®
M:/Q M(w) du(w) D A:/Q A(w) dv(w) D D:/Q D(w) dv(w)

(&) D (SP)
M:/Q M(w) dv(w) QB:/Q B(w) dv(w) 2 D:/Q D(w) dv(w)

with Z(M) = L>®(Q,v). Let

@
H :/Q H(w) dv(w)

be the corresponding direct integral decomposition of H = L?(M). We
may and do assume that w — H(w) is a constant field of the separable
infinite dimensional Hilbert space. The conditional expectations EM
Eé, Eg are also decomposed as follows:

&)
EY = /Q (EY)., dv(w),

&) (&)
Ef = /Q (Ef), du(w), EB = /Q (EB). dv(w),

Theorem 5.1. Under the hypothesis (5.1.1), we have

(5.1.2) (M(w), (BD )w) & (Aw), (ED)w) *p(w) (BW), (ED)w)
for almost every w € €.

Before going to the proof, we provide a suitable (for our purpose)
reformulation of freeness. Let (N 2 L, E : N — L) be a L-probability
space, i.e., N D L is an inclusion of unital algebras with the same unit
and £ : N — L is a conditional expectation in the purely algebraic
sense. Assume that Ny, Ny are unital algebras containing L in common.
We introduce the operation z € N +— [z]° := 2 — E(z), and the freeness
(with amalgamation over L) of the pair N;, Ny can be interpreted as
follows:
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Lemma 5.2. The pair N1, N are free with amalgamation over L
if and only if the mapping

O, No) (215 %2,y ) € A(N1, Na) = E([21]%[w2]” - - [2n]°)

is identically zero. Here, A(Ny, N3) is the set of those finite alternating
sequences (T1,T2, -+, Tn) of elements in N1 UNy with z; € Ny, 7(1) #

§(2) # - # j(n).

In our case, the operation m € M — [m]° :=m — EM(m) € M° :=
KerEY is normal and linear, and can be (direct integral) decomposed
as follows:

D
[-r=l¥«mdwm,

where [m(w)]S, = m(w) — (EY),(m(w)), a normal linear map, for almost
every w € €.

Proof of Theorem 5.1. Since both A and B have separable preduals,
one can choose countable families {ag }ren, {bk}ren in such a way that
they generate A and B, respectively. Let

@® &P
o = / (W) dv(w), be = / bi(w) dv(w).

Q Q

Then we can choose a co-null Borel subset €2; of {2 in such a way that
for every w €

(a) M (w) is generated by A(w) and B(w);

(b) (Ef)w : M(w) — D), (Ep)w : Alw) — D(w), (Ef)w :

B(w) — D(w) are faithful normal conditional expectations and

(EMolaw) = (Ep)ws  (EM)olBw) = (EB)w;

(¢) A(w) and B(w) are generated by the ax(w)’s and the bi(w)’s,
respectively.
Replacing the ay’s (resp. the bg’s) by all the finite products of them

and their adjoints from the beginning, we may and do assume, instead
of (c), that

(c)’ the linear span of the ap(w)’s (resp. the by(w)’s) forms a o-
weakly dense *-subalgebra of A(w) (resp. B(w)).

The restriction of the map ®(4 gy to the subset A({ax}ren, {bx}ren)
is identically zero by the freeness of the pair A, B (see Lemma 5.2).
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Therefore, there is a co-null Borel subset 2y of €2; such that

(I)(A(W)aB(w)) ((m1<w)7 mZ(""')a T 7mn(w))) ,
= (ED)w([m1(w)]gme(@)]3 - - [mn(w)]g) = 0

for every (my(2),ms (@), ma(z)) € A{ar(w)}ren, {br(w)}een) and
for every w € €. Since the operation y — [y]S is normal and linear,
the mapping ®(4(.),B(w)) itself is identically zero thanks to (c)’ with the
aid of the Kaplansky density theorem. Hence, A(w) and B(w) are free
with amalgamation over D(w) for every w € Qy by Lemma 5.2. Hence

we have proved the assertion. [J

5.2. We would like to apply Theorem 5.1 to amalgamated free products
over Cartan subalgebras. In what follows, we suppose that the triple
A D D C B consists of factors (with separable preduals) of non-type I
and a common Cartan subalgebra. The starting point of the discussion
is Theorem 4.5, (4.6):

— ~ ~ ~

Z(M)=2(A)NZ(B) CD.
Theorem 5.1 implies

Corollary 5.3. Almost every factor M(x) in the central decom-
position
— & __
M = M (z)du(x)
X

of the continuous core M can be written as an amalgamated free product
over a common Cartan subalgebra.

Here, we further suppose that M is of type III, (0 < A < 1), or

equivalently that the flow of weights (Xas, F;M) is an (essentially) tran-
sitive flow with period —log A (see [CT],[T2]) so that we may and do
assume that

Xy =[0,—log)), FM = the translation by ¢ (mod : —log \).

Since FM is transitive, we have M(O) >~ M(z) for every z € Xy =
[0, —log M), and hence we may and do assume that x € X, — M(z) is
a constant field of the type Il factor M (0). Hence, we conclude
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Corollary 5.4. In the current setting, the (unique) type Il factor
appearing in the discrete decomposition ([C1]) of M is written as an
amalgamated free product over a common Cartan subalgebra.

5.3. We keep the setting and the notations as in §§5.2. It is known that
an ergodic free action of a non-amenable discrete group may or may
not be amenable ([Z], see also §6), or equivalently the associated von
Neumann factor may or may not be injective (see [C2]) (or hyperfinite),
and hence it is somewhat non-trivial whether or not the amalgamated
free product M = A xp B is non-injective.

Theorem 5.5. In the current setting, there is a copy of the free

group factor L(F3) in the continuous core M which is the range of a
faithful normal conditional expectation. In particular, M is not injective.

The non-injectivity result follows also from a result in our resent
work [U2], where we have shown that the amalgamated free product
M = Axp B is not a McDuff factor (under the assumption that both A
and B are factors of non-type I). However, the proof below is still valid
even in the case that both A and B have no type I direct summand.

(See Remarks 4.8, (2),(3).)

Proof. Let TrM, Tr, TrE, TrB be the canonical traces on M, A,

B , 5, respectively, (scaled in the usual way under the dual actions). It
can be checked that

Ty o M Ty o A e —Tre o FB
TrM—TrDoED, TrA—TrDoED, TrB—TrDoED,

WhereE%[:]\Ajaﬁ, EA : A — D, Eg:éﬂﬁareasin%. As
in §§6.1, we consider the simultaneous direct integral decompositions

of the inclusions M 2 A, B D D and the conditional expectations
Eg" : M — 5, ES c A - ﬁ, Eg : B — D subject to the central
decomposition
— ®
M= M) dul)
Xnm

thanks to Theorem 4.5, (4.6), and let

Trb«:/69 (Tr5>ﬂc du(z)

XM

be the corresponding direct integral decomposition.
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Note that the continuous core M is of type Il or of type II;. (Recall
that, the continuous core of a von Neumann algebra of type III must
be of type II, while there is no type change for the other types.) We

assume that M is of type I, in what follows, since the quite similar
(actually simpler) argument as below apparently works in the type IIy
case.

Let X be a co-null Borel subset of X, satisfying the same conditions
(a), (b), (c) as in the proof of Theorem 5.1 with the additional ones:

(e) Both A(z) and B(z) are von Neumann algebras of type II for
every z € X. (This follows from the assumption that A and B
have no type I direct summand.)

(f) (Tr 5) o (@/f ) is a faithful normal semi-finite trace, and thus

so are both (Tr5>x o (@)z, (Trb«)aC o (Eg)w.
By choosing a much smaller co-null subset instead of X if necessary, the
set of those (z,p) € X x B(Hyp) with the separable Hilbert space H, (on

which almost every D(w) act), satisfying

o p=p’=p*c D();

» (T5), ) =1
can be assumed to be Borel. Therefore, the measurable selection prin-
ciple enables us to choose a measurable field z € X +— p, € D(z) of

projections such that (Trg) (pz) = 1 for every x € X, and we set

pi= /ea pedu(z).

X

Since M is of type I, we have

5]

o~

M(z) du(z) = M = (pﬁp) ® B(Ho)

X

_ / v (p T (2)p2) ® B(Ho) du(a)

XM

with the separable Hilbert space Hy. Then we see that, for every z € X,

~ ~

e both p, A(z)p, and p, B(x)p, are of type II; (thanks to (e),(f));
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o puA(%)ps, paB(x)ps are free with amalgamation over D(z)p
in the D(z)p,-probability space (pmM (Z)ps, (E M )
(use (b),(c) and the proof of Theorem 5.1).

o |pm1\~4(m>pz)

Repeating the argument of the type Il case in the proof of [U1l, Lemma
4.2], we choose two measurable fields ¢ € X — ug € p A(2)pg, z € X —
vy € poB(x)p, of unitaries satisfying

(ES) (=0, (EE) ()" =0

for every n(# 0) € Z, and set

wie /® wpdp(z), v i= /® vadp().

Xnm X

Then u, v are free Haar unitaries, and hence the von Neumann subalge-
bra N := {u,v}" of pMp is isomorphic to the free group factor L(Fs).
Notice that N is decomposable relative to Z(M) = L (X, p) and that

Uy, Uy also are free Haar unitaries for almost every x € X),. Therefore,
we have

—~—

L(F3) 2 N(z) = {ug,v.}" € p.M(x)p, for almost every z € Xy,

and thus

—~—

L(F2) ® B(Ho) ® C1 C L(F2) ® B(Ho) ® Z(M)

)
:/X L(F2) ® B(Ho) du(z)

< /X ’ (P M(2)p2 ) ® B(H) dyu(x)

@ —
= M(z) du(z).
XM

Since pMp is of type 11y, the copy of L(F2) ® B(Hp) in M (or in M(m)
for almost every x € Xj) is clearly the range of a faithful normal
conditional expectation. Hence we are done. []

Since the copy of L(F3) constructed in the proof is well-behaved

with the central decomposition of M, we have
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Corollary 5.6. We enjoy in the same setting as in Theorem 5.5.
If the amalgamated free product M = A xp B is of type 111, then the
type Il factor appearing in the discrete decomposition of M contains
a copy of the free group factor L(F3) which is the range of a faithful
normal conditional expectation. Therefore, so does the M itself.

Proof. The first part of the assertion is clear from the proof of
Theorem 5.5 together with Corollary 5.4. The latter follows from the
first half and the discrete decomposition theorem ([C1]) for type III,
factors. [

For a while, we assume that both A and B are general factors (not
necessary of non-type I) and that D is a common Cartan subalgebra.
If either A or B is of type I,, with possibly n = oo, then both must
coincide, i.e., A = B = M,(C) or B(H). In this case, we can see that
M = A*p B (= A*p A) is isomorphic to L(F,,_1) ® A. Therefore, we
obtain

Corollary 5.7. The amalgamated free product M = A xp B of
factors (with separable preduals) over a common Cartan subalgebra is
injective if and only if either A or B is of type Iy (and hence A = B =
M3(C) and D is the diagonals).

This corollary can be thought of as an analogue of the following
classical group theoretical fact: A free product group G x H is amenable
if and only if G = H = Z,.

5.4. We keep the same setting and the notations as in §§5.2 even in
this subsection. We would like here to show that the amalgamated free
product M = A xp B is not related to any free group factor as a simple
application of the striking result [V2] of D. Voiculescu with the aid of
Theorem 5.1 (or Corollary 5.3, Corollary 5.4). A similar application of
Voiculescu’s result was also given by D. Shlyakhtenko [S1] in a different
context.

When the amalgamated free product M = A xp B is of type II;, we
can apply directly Voiculescu’s theorem to the case since the normalizer
N (D) generates the whole M, and hence M is not isomorphic to any
(interpolated) free group factor L(FF,.) with 0 < r < co. Thus it suffices
to consider only the infinite cases, and we start with the following lemma:

Lemma 5.8. Let N D C be a factor of type Il and an abelian
von Neumann subalgebra. Let Tr be a faithful normal semi-finite trace
on N such that Tr|c is semi-finite. Suppose that the normalizer N (C)
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generates the whole N. Then, for each finite (in N) non-zero projection
p € C (such a projection indeed exists since Tr|c is semi-finite), the
normalizer N,n,(Cp) generates the whole pNp.

Proof. By assumption, we see that the linear span of Ny (C) forms
a o-weakly dense *-subalgebra in N. Hence, the linear span of elements
of the form pup with u € Ny (C) also is o-weakly dense in pNp. Since
p is finite in N, pNp is a factor of type II;. Let us denote ¢ and r
the support and the range projections of pup, respectively. Then the
projections ¢, r are in pNp since q,r < p. We here need the following
fact:

Fact. If p # q (or equivalently p # r thanks to the fact that pNp
is finite), then there is an element w € GN,N,(Cp) with w*w = p — q,
ww* =p —r. Here, GN,n,(Cp) denotes the normalizing groupoid, i.e.,
the set of those partial isometries v € N such that v*v,vv* € C and

vCv* = Cov*, v*Cv = Cv*v.

Proof of Fact. Since N is a factor, we have (p —r)N(p — q) # {0},
and hence there is a unitary v € Ny (C) such that (p — r)v(p — q) is
not equal zero. Thus, there is a non-zero element vy € GN,n,(Cp) such
that vivy < p—q and vovg < p —r. We can do the standard exhaustion
argument thanks to the fact that pNp is finite. Hence we get a desired
partial isometry. [

Let w := pup with u € Ny(C), and the above fact says that we
can choose a unitary W@ € N,np(Cp) in such a way that w = ruayg.
Moreover, g, can be written as finite linear combinations of unitries
in Cp, and hence rwgq is a finite linear combinations of elements in
Npnp(Cp). Therefore, any element in pNp can be approximated o-
weakly by finite linear combinations of elements in N,yn,(Cp). Hence
we complete the proof of the lemma. [J

Proposition 5.9. We enjoy in the same setting as in Theorem
59.5.
(1) If the amalgamated free product M = Axp B is of type I, then M
is not isomorphic to any L(F,.) ® B(H) with 0 < r < oo.
(2) If the amalgamated free product M = A xp B is of type III, then
almost every type 11, factor appearing in the central decomposition of

—~

the continuous core M is not isomorphic to any L(F,) ® B(H) with
0<r<oo.

(3) If the amalgamated free product M = A xp B is of type IIIy (0 <
A < 1), then the type Il factor appearing in the discrete decomposition
is not isomorphic to any L(F,) ® B(H) with 0 < r < co.
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Proof. All the assertions follow from [V2, 5,3 Theorem, 7.4 Corol-
lary] with the aid of Lemma 5.8. When showing the assertions (2), (3),
we further need Corollary 5.3, Corollary 5.4, respectively. [

§6 Example I. Boundary Actions of Free Groups

6.1. Let X be a finite set with |X| > 2, and we set X~! := {z~!; 2 € X}.
We consider the free group I' := F(X) over the generators X and its
boundary OI'. In this case, the boundary OI' is defined as the one-sided
shift space of the alphabets X UX~! determined by the forbidden blocks
(z71z), (zz~1), equipped with the usual product topology. It is plain
to see that OI" is identified with the set of semi-infinite reduced words
in X UX 1. We will freely use these two different descriptions in what
follows. The group I' acts topologically on the boundary OI' by the left

multiplication, i.e., for v € I' and for w = wywsy --- € I,

~ - w := the reduced form of the word vywiws - - -.

6.2. We decompose the set X into two disjoint non-empty subsets Xy,
X, with X = X; U X5. Then we have I' = I'y x I'y with I'1y = F(X,),
I'; =F(X3). The boundaries 9"y, d's can be (topologically) embedded
into OI" as follows:

OI'y =the shift subspace of OI'

with extra forbidden blocks (z), z € X2,
OI's =the subset of oI

with extra forbidden blocks (z), z € X;.

Therefore, the subspaces 0I'y, OI's are closed and invariant under the
actions of I'y, I'y, respectively. We consider the following disjoint de-
compositions:

8T = (8T,)° L ATy, AT = (8Ty)° L AL,

and note that (9'1)¢, (0T'3)¢ are open and invariant under the actions
of I'y, 'y, respectively. We define

()" == {w = (wn)pZy € (B1)° ; w1 € X2 U (X2) 7'},
(6F2)J‘ = {w = (wn)ff’zl € (BI‘)C s w € XU (}:1)_1}.
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Let us define the map ®; : I'y x (8T';)+ — (0T'1)° as the restriction of
the action map I' x 9I' — 39T, i.e.,

. /‘)/ w ((72

for each reduced word v, - - - ,,. Similarly, the map ®, : I'y x (0T3)+ —
(0T'2)¢ is defined as the restriction of the action map I' x 9" — OI'. We
here note that the topology on 9I' is generated by the family of clopen
sets of the form:

Q) = {w = (@a)2y €T 5 w1 =71, 0 = Tn}
with a reduced word v =1 - - - yp.

Lemma 6.1. We have

(6.2.2) ery° =[] || 0w,

yel'y weX U (X))t

(6.2.3) @ry)° = | | ] Q(w)

~v€El'2 wexlu(il)—l

It is plain to check that

(1) the maps ®;, ®, are bijections;
(2) @k({7} x Qw1+ wn)) = Q(yw1 -+ wn) (k=1,2)
with a reduced word wy - - - w,.

Therefore, thanks to Lemma 6.1, we see that ®;, ®, send all the basic
clopen sets to all those, when the product topologies of the discrete
one and the induced one from OI" are considered on both I'y x (8I'1),
[y x (8T3)1. It is also plain to check that

Pr(n1y2,w) =71 - Pr(y2,w) (kE=1,2),
and hence we conclude

Proposition 6.2. The maps ®; : 'y x (0'1)+ — (9T'1)¢, @5 : Ty x
(0T5)1 — (0T%)¢ are homeomorphisms, and via these homeomorphisms,
the actions of T'1, T'y on (01'1)¢, (O'2)¢ are conjugate to those of I'y, I's
on Ty x (0I'1)+, Ty x (8T2)L which are defined as the product action of
the translation and the trivial one.
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6.3. Let n = |X| and n; = |X4|, na = |X2|. We discuss here the proba-
bility measure i on the boundary OI' defined in such a way that

wQ(y)) = % (an_ 1)%)—1

with the word length function #( - ). It is known that the measure
is quasi-invariant under the action of I'. (See [KS].) The non-singular
action of I on the probability space (91", 1) can be checked to be free
and ergodic (see [RR],[KS],[PS]). Moreover, J. Ramagge & G. Robertson
[RR] showed that the action of " is of type III_1 _ so that the crossed-

2n—1

product M = L*°(0T',u) x I' is a factor of type III _1_. Moreover,
S. Adams’ result [A] (see also [Ver, Example 2 in p. 89]) implies that
the factor is injective. (It should be remarked that the Cuntz-Krieger
algebra interpretation for boundary actions provided by J. Spielberg
[Sp] together with M. Enomoto, M. Fujii & Y. Watatani [EFW] also
shows that the crossed-product is the injective factor of type III L )
Set A := L>°(0T',u) x 'y, B := L*>(0I', u) x I'y, and it is plain to see
that, the crossed-product is written as an amalgamated free product
over a common Cartan subalgebra, that is, we have M = A xp B with
D := L*(0T', ). Therefore, the boundary action of the free group I'
provides an example of an injective factor arising as an amalgamated
free product over a common Cartan subalgebra.

6.4. Since
{y €T s £0y) = m}| = 2m @ — 1™ (k= 1,2),
we have

p@r))=p| || || ©QOw)] (Lemmasé.1)

YET1 weXU(X2) 1

= Y wew+Y Y > u@(w))

wEXU(Xg) 1 m=1 ~vel'1 weXu(X2) !
L(y)=m
1 > 1 1 m
— g — 2n(2n; — 1)™ 1) 2 —
n22n+mz_1(n1( " ) ) "2 (271 (271—1) )

_ @ 2n1no Z 2n1 -1 -1
, n(2n —1) 2n—1

=1 (byn:n1+n2).
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Similarly, we have u((0I'2)¢) = 1. Hence, we obtain

Furthermore, we have

£(v)+m—1
u(%({v}xmwl---wm)»:i( ! )

2n \2n—1

B 1 £(~) y 1 1 m—1
S \2n-—1 2n \2n —1 ’
and hence

(642)  (uloree) o Bk = 8k ® (uloryys) (b =1,2)

1
2n—1
measure. From the discussions above, we conclude

£(v)
with the measure 6, ({v}) = ( ) equivalent to the counting

Proposition 6.3. We have

(6.4.3) Lo°(8T, ) 1 Ty = L°((81,)°, ) x Ty
> (£°(I'1) x 1) @ L®((8T1) ™, pl(ary)+),
L°°(8F, /,L) X FQ = L°°((8F2)C,u) X FQ

(6.4.4) = (02(T2) %1 T2) ® L((A2)*, ptl o)L ).

The isomorphisms are induced from the maps @1, Py, respectively. In
particular, the crossed-products both are of homogeneous type 1.

Therefore, we have seen that the free components of our injective
amalgamated free product M = A xp B both are of homogeneous type

|

6.5. At the end of this section, we give a criterion on injectivity of
amalgamated free products over Cartan subalgebras. Let M = A*xp B
be an amalgamated free product over a common Cartan subalgebra.
Here, we do not assume that A and B are factors nor that they have no
type I direct summand. We choose central projections p4, pg of A, B
in such a way that both Ap4 and Bppg have no type I direct summand.
Since D is a Cartan subalgebra in both A and B, the projections pa, pp
are in D so that p := papp = pBpa4 is also a projection in D. Suppose
here that p is non-zero. Then the reduced von Neumann algebra pMp
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contains both pAp and pBp, and their freeness can be easily checked
with respect to the conditional expectation

(Eé\)/[)p = E?)/IlpMp : pMp — Dp.
It can be easily checked that the continuous cores satisfy
(6.5.1)  pMp=pMp, pAp=pAp, pBp=pBp, Dp=Dp.
Hence we get the inclusion relations
(6.5.2) pMp 2 pAp D Dp, pMp 2 pBp 2 Dp.

We can easily see that the conditional expectation

—_— N

(EM), : pMp — Dp

coincides with
M\ ._ M| _ .7 >
(ED )p = EJ IPMp : pMp — Dp.

Hence we can show that, the von Neumann subalgebra
N := pAp Vv pBp (C pMp)

is identified with the amalgamated free product over a common Cartan

subalgebra
(7)o (779)

Notice here that
e both pAp and pBp have no type I direct summand;

e there is a faithful normal conditional expectation from I;JT/[;

. .. . . Po(EM
onto N since N is invariant under the modular action o, (ED )

(t € R) with a faithful normal state ¥ on Dp thanks to [T1]
and Theorem 1.1.

Thus we apply the same argument as in the proof of Theorem 5.5 (see
after the statement of that theorem) to the amalgamated free product

N, and as a consequence we get a copy of the free group factor in M
as the range of a faithful normal conditional expectation from N (and

hence from p/]\Zf;a) Therefore, pMp is not injective, and neither is M.
Therefore, we conclude
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Proposition 6.4. In the current setting, if the amalgamated free
product M = A xp B is injective, then the non-type I direct summands
in A and B need not meet (in D), i.e., their support central projections
are disjoint (in D).

Remark 6.5. One can construct two von Neumann algebras A, B with
a common Cartan subalgebra D in such a way that (i) A has the non-
type I direct summand and B = L*°(Q) ® B(H) (possibly with any
dimension dimH > 2); (ii) the amalgamated free product A xp B is
injective. (Compare with Proposition 6.3, 6.4.)

§7 Example II. Number of Free Components

Let A O D C B be o-finite von Neumann algebras with faithful
normal conditional expectations Ef : A — D, EE : B — D, which are
assumed to be of the form:

A= Ao ® B(f*(N)), B=By® B({*(N)), D= Dy,®°(N),
Ef(a®ey) =6i;Ep°(a), EA(D® ei;) =6 Ep(b)
with
B(£*(N)) = {ei;}" 2 £2°(N) = {ews}”,

where the e;;’s are the natural matrix units and will be denoted by ef}

or eg instead of e;; when regarded as elements in A or B, to avoid any
confusion. We further suppose that By (and hence B itself) is injective
or hyperfinite, has no type I direct summand, and that Dy is a Cartan
subalgebra. Thanks to A. Connes, J. Feldman & B. Weiss [CFW], we

may and do assume that there is a unitary u € By such that
By =< Dg,u >", Egg (u™) =0 as long as n # 0,

and the automorphism Adu € Aut(Dy) is denoted by «.
In this setting, we will investigate the reduced von Neumann algebra
pMp of the amalgamated free product:

by a minimal projection p := 1 ® e;; in the common subalgebra C1 ®

> (N).
We introduce the following notation rule:

[a]é = a®ef} in A, and [b]g = b®65 in B,



Amalgamated free product over Cartan subalgebra, 11 259

and, in what follows, will freely use the identification:
A A A B B B
e;; =1®ej; = [laglij, ei; =1®e; =[1B,li;

Lemma 7.1. We have

(7.1) [aa]fh - [a2lfy = Ojk - [ara2]y,  [01]F - [b2]Ry = 8k - [brb2] -
(7.2) efy- [ Jez = Sjk [ ] = [a)5}-efy, eB by = 65015 = [0 ey
(7.3) ldf* =la*]f, )5 = [b*]5

Lemma 7.2. The von Neumann algebm B is generated by Dy®@C1
and partial isometries [u"|5, ne€ Z,i=2,3.

Set u(n,i) ;= et - [u")B, n€Z,i=2,3,..., a unitary in pMp.
Lemma 7.3. We have, for eachn € Z,1=2,3,...,
B} (u(n, ) = 0
whenever k # 0 (€ Z).

Proof. We may and do assume k > 0 since E¥ (u(n,i)™%) =
EM (u(n,i)*)*. Notice that

EM(e) = Ef(ef) =0 as long as i # 1,
E¥([u™B) = EB(u" ®eh) = 61 - Egg(u") =0 aslongasi#1.

Therefore, by the freeness, we have, for n € Z, ¢ # 1,
Epf (u(n,i)*) = EY (e1; - [ -+~ efy - [u"]i1) = 0.
Hence we are done. [J
We define the faithful normal conditional expectation
(EB)p = EpB lpmp : pMp — Dp = Do ® Cp
(which is well-defined since p is in the smaller algebra D).
Lemma 7.4. The family

{Ao @ Cp} U {u(n,i) :n€Z,i=2,3,...}
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is free with amalgamation over Do ® Cp with respect to (EY),.

Proof. Since all the u(n,i)’s normalize the subalgebra Do® Cp and
since (Dy ® Cp)(A5 ® Cp) and (A§ ® C1)(Dy ® C1) are contained in
(A§ ® Cp), it suffices to show that

ko

(7.4) E?)/I([al]ﬁu(nhh)kl [GQ]flu(HQ,iQ) )

e [am]jlqlu(nm’ Z‘m)km [@m+1]11) =0

whenever all k;’s are not equal to 0, the beginning and the ending letters
ai,am+1 are the identity 1 or in Aj := KerEgg, and the other a;’s are

in A° or the identity 1 if (n;_1,%;-1) # (n;,1;),

(75)  ajis { _

m A8 if (nj_l,ij_l) - (nj,ij).
We have, for a € A,

u(ny,in) ™ - [alfyu(ng, ig)*?
nl]B A

13, €i,1 "

—n, B A [ung]B

]121 [a]lllg [unz]igl o el’Lz ) 219
u(ny,iy)* [ali1u(ng, iz) "2

= eﬁl[ nl]zl1 €ﬁ1[U”l]ﬁl[a]ﬁ{u_”]&eél [U_nz]ﬁ'zele’

= [u~ [u

Thus, if k1,k2 # 0 and if a is such as in (7.5), we see that

u(ng, i) "™ [a]fu(ng, i2)2 € (w8 A°... A°u2)B,

alternating
gBvo"‘AOBO,
u(nl, ’il)kl [a]nu(nz, ig)—kz € u(nl, 21) A° .. A° u(ng, ’Lz)*
alternating

CA°-B°-A°---A°-B°- A°.
Notice that
[unl]ﬁl [u_n2]52 = [unl_nzlzl’l,z E BO

s 18,8, € BABS (i £ i),
MO B s ¢ e (i = )
11 L= 1o

[

as long as (n1,41) # (no,i2), and one can easily check the desired equality
(7.4) based on the above facts. [
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Thanks to Lemma 7.2 together with [V1, 3.1.Lemma], we see that
the reduced von Neumann algebra pMp is generated by

eﬁ"(a@’l)'eﬁ=5ij'(a®p),a€A;
A _A

SRS ’egAl = bik * 0¢5 - p;
efi - [uM)2 - e = b 651 - u(n,i), n€Z,i=2,3,....
We set
N(n,i) := {Dy ® Cp,u(n,i)}’ = Dy Xon Z (thanks to Lemma 7.3)
with the conditional expectation

E(n,i) = EgIIN(n,i) : N(n,i) — Do ® Cp = Dy,

which coincides with the canonical one from Dg Xo» Z onto Dy.
Summing up the discussions above, we conclude

Theorem 7.5. We have
(7.6)  (pMp,(ED)p) = (Ao, ER2) *po | % (N(1,4), E(n,s))

nez
1=2,3,...

Here, the amalgamated free product

* (N(n,z),E(n’z))

1s noting less than the crossed product of Dy by the free group Fo, with
countably many generators, whose action is defined as follows:

(7.7) AN ¢ (a)N 5 (@ )N sk (@) Nk (@) N k-

Here, (8)*N means the free product of countably infinite copies of an
automorphism (.

We further suppose that A = B, that is, Ag = By = Dy %X, Z. Theo-
rem 7.5 says that the reduced von Neumann algebra pMp is isomorphic
to the crossed product of Dy by the free group F,, whose action is

ok ((Id)*N s (a)*N % (a‘l)*N D (a/”‘)*N * (oz_")*N x - )

= (Id)*N " (a)*N * (a—l)*N Ko % (an)*N % (a—n)*N T

Here, this equality follows from the simple fact: a * (a)*N = (a)*N.
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Remark 7.6. The result obtained in this section is thought of as a neg-
ative evidence towards generalizing the work [G| on the invariant “cost”
of D. Gaboriau to general non-singular discrete measured groupoids.
Roughly speaking, the “cost” counts the number of free components
in a given finite-measure preserving countable equivalence relation, and
recently D. Shlyakhtenko [S2] generalized further to finite-measure pre-
serving discrete groupoids from the free entropic viewpoint. Our result
here says that the number of free components cannot be determined in
the general non-singular case. Indeed, we suppose that our A = B is a
factor of type III (or of type Il ) and that D is a Cartan subalgebra as
before. Then the amalgamated free product M is also a factor of type
IIT and captured as a groupoid von Neumann algebra (see [Ks]). We
can then choose an isometry v € A in such a way that vDv* = Dp with
vv* = p € D. The Adv gives rise to an isomorphism between M O D
and pMp O Dp. Moreover, we can show

(7.8) (E¥), 0 Adv = Advo EY,

and hence (M D D, E¥) can be identified with (pMp 2 Dp, (EM),),
and the former has two free components, but the latter has infinite
ones.

The discussions here (with trivial changes) also implies

Corollary 7.7. Let N be an infinite injective factor of non-type 1
with a Cartan subalgebra D. Then we have

(79) N*DNgN*DN*DN%J---gN*DN*DN*D---,

Remark 7.8. One may replace B(¢?(N)) by k x k matrix algebra My (C)
in the setting, and the discussion here still works without any essential
change and the assertion (7.6) should be changed to

(7'10) (pMp> (Eg)P) = (A0> Egg) *Do * (N(TL, i)) E(n,z’))

so that if Ag = By then pMp is the crossed-product of Dg by the free
group F,, whose action is:

(7.11) Ad)*FD s« (a)** x (@2)*FD 4k (@) ED g

This is in particular thought of as a reduction formula of the amalga-
mated free product R xp R of two copies of the injective II; factor R
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over a common Cartan subalgebra D thanks to [CFW]. The result says
that, if the amalgamated free product R *p R had the whole fundamen-
tal group (defined as in [P1]) F(R*p R O D) = R}, then the number
of its free components would not be able to be determined uniquely.
This is completely analogous to the situation of free group factors L(Fy,)
with finite n (see [V2, 6.13 Remark|). This analogy is very natural in
a certain sense, because the amalgamated free product R xp R can be
regarded as one candidate of the true generalizations of the free group
factor L(IF2) from the view-point of the idea generalizing the group von
Neumann algebra construction to the group-measure space construction.
(D. Shlyakhtenko [S1] provided another candidate “A-valued semicircu-
lar systems” from the view-point of Voiculecu’s free Gaussian functor
(see [VDN]).)
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Finite approximations and physics over
unconventional fields

Trond Digernes

In this talk we will discuss some ideas and results from ‘unconven-
tional physics’, partly from the point of view of finite approximations.

Finite approximations play an important role in many areas of math-
ematics. In operator algebras there are several notions of approximate
finiteness, for example hyperfinite algebras, AF'-algebras, residually fi-
nite algebras, to mention some.

In the context of locally compact abelian groups there is a useful
notion of closeness which takes into account the Weyl structures of the
groups. It was shown in [4] that — with respect to this concept of close-
ness — any (separable) locally compact abelian group is a limit of finite
abelian groups. This notion of convergence — called convergence of Weyl
systems — involves approzimation from the outside, i.e., the approximat-
ing groups need not be subgroups of the given group.

Convergence of Weyl systems takes place at the kinematical level.
The deeper problem of approximating dynamical operators requires a
more detailed analysis, and was treated in [6] for the case R™. Here it
was shown that for quantum systems with potentials of ‘oscillator type’
(essentially those with discrete Hamilton spectrum), the finite approxi-
mands converge to the continuous system in the strongest possible sense:
eigenvalues and eigenfunctions for the finite systems converge to the cor-
responding objects for the continuous system. These results have later
been generalized to the setting of a general locally compact group [1].
(In this general setting, though, the position and momentum operators
do not have obvious interpretations.)

The above approximation results may serve as motivation for study-
ing quantum systems over fields other than R and C — like Q,, for in-
stance — since, after all, such systems, too, can be obtained as limits of fi-
nite systems (where most computations will have to take place). This is,

2000 Mathematics Subject Classification. Primary 81P05; Secondary
81R05, 81Q05, 22B05, 11R56, 81Q99, 81599
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however, a rather modest approach to the subject of ‘physics over uncon-
ventional fields and rings’ (or ‘unconventional physics’ for short). There
are other, and more profound, reasons, of which we mention just a cou-
ple here: 1) It can be argued that the structure of space-time below the
Planck scale is best described by a number field with a non-archimedean
metric (like Q,; see [13] and further references there). 2) Regularization:
the well-known divergences in quantum field theory disappear when the
underlying field is non-archimedean; and unbounded operators become
bounded [2]. -It should be mentioned that simple quantum mechani-
cal models, like the harmonic oscillator, can be successfully formulated
over Q,, although it is not obvious what the nature of ‘time’ should be:
should it be p-adic, real, or discrete? [13, 10, 7]

Since there does not seem to be a preferred prime p in nature, one
eventually has to work with all the primes at the same time, which leads
to the adelic theories (the ring of adeles is the restricted product of
all the Q,’s, including Q. = R). An adelic string theory has been
formulated (see the excellent review article by Brekke and Freund (3]
and the references therein), and Manin gives a beautiful argument for
the adelic nature of our physical world in [8].

In a forthcoming paper [5] we study some other phenomena which
may occur in general models. More specifically, we study irreducible
models for Heisenberg groups based on compact maximal isotropic sub-
groups. It is shown that if both the Heisenberg group and the subgroup
are 2-regular, the “vacuum sector” of the associated representation is
1-dimensional and thus gives rise to a unique vacuum state (this gen-
eralizes a result in [13] for Q, with p # 2). On the other hand, if the
Heisenberg group is 2-regular, but the subgroup is not, the vacuum sec-
tor exhibits a fermionic structure. This will be the case, for instance,
in a quantum mechanical model built on the 2-adic numbers, with a
maximal isotropic subgroup constructed from the 2-adic integers.

Finally it should be mentioned that the idea of doing physics in a
setting other than ordinary space-time appears already in the works of
Weyl [14, 15] and Schwinger (see, e.g., [11] and further references there;
this article served as a starting point and motivation for the paper [6]).
In fact, some of these ideas go back to Riemann [9] (for an English
translation, see [12, page 135]).
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Operator means and their norms

Fumio Hiai and Hideki Kosaki

§1. Introduction

In his very interesting (unpublished) 1979 notes [17] A. McIntosh
obtained the following arithmetic-geometric mean inequality for Hilbert
space operators H, K, X:

1
(1) IHXK|| < 5||H"HX + XKK”||.

Among other things he also pointed out that simple alternative proofs for
so-called Heinz-type inequalities ([9], and see also the discussions in §2)
are possible based on this inequality. Then, about 15 years later Bhatia
and Davis ([4]) noticed that the inequality remains valid for all unitarily

invariant norms (including the Schatten norms || - ||, and so on). Recall
that a norm |||-]|| for Hilbert space operators is called unitarily invariant
when |[[UXV||| = ||| X]|| for unitary operators U, V, and basic facts on

these norms can be found for example in [8, 10, 19]. In recent years
the arithmetic-geometric mean and related inequalities have been under
active investigation by several authors, and very readable accounts on
this subject can be found in [1, 3].

Motivated by all of the above, the authors have investigated sim-
ple unified proofs for known (as well as some new) norm inequalities,
some refinement of the norm inequality (1) (such as the arithmetic-
logarithmic-geometric mean inequality), and a general theory on opera-
tor (and/or matrix) means in a series of recent articles [15, 11, 12]. The
purpose of the present notes is to give a brief survey on the topics dealt
in these articles.

We will derive a variety of integral expressions for relevant operators
to establish desired norm inequalities. This means that our arguments
are not just for proving norm inequalities, but we are actually solving

2000 Mathematics Subject Classification. Primary 47A30, 47A63; Sec-
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certain operator equations in a very explicit form. We will briefly touch
this viewpoint at the end of the article, and more details were worked
out in [12, §4,(A)]. Some related analysis can be found in [18], where the
notion of a differential is investigated in detail. We also point out that
the recent article [6] is technically closely related to our works although
the main emphasis there may be different from ours.

§2. Arithmetic-geometric mean and related inequalities

As was observed in [15] one can obtain simple and unified proofs
for the norm inequalities mentioned in §1 based on the Poisson integral
formula for the strip

S={2€C; 0<Im z<1}.
Namely, for 0 < 8 < 1 we set dug(t) = ag(t)dt and duvg(t) = bg(t)dt with

sin(70)
2(cosh(nt) — cos(mf))

sin(7@)

ag(t) = 2(cosh(nt) 4 cos(nh))’

and by(t) =

Then, for a bounded continuous function f(z) on the strip S which is
analytic in the interior, the well-known Poisson integral formula

7(i6) = /f Japuo(t) / £+ 8)dva ()

is valid (see [20] for example). We point out that the total masses of the
measures dpg(t),dvg(t) are 1 — 0,0 respectively.

We begin with a simple proof for the arithmetic-geometric mean
inequality (1). To this end, we may and do assume the positivity of H, K
(by the standard argument on the polar decomposition). The function
f(t) = HFE XK= (t € R) extends to a bounded continuous (in the
strong operator topology) function on the strip S which is analytic in
the interior. Here, H**, K % are understood as unitaries on the support

dt

spaces of H, K respectively. Since du%(t) = dl/% (t) = Q—h(t) (with
cosh(m
total mass 1), we have
H:XK? = / F(t) dus(t / Fli+1t) dvy(2)

_ zt —it
h / KHKX + XK)K 2cosh(7rt)
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The unitary invariance of ||| - ||| thus implies
S XE | < X + XK x [ oS = Sl + XK
- — oo 2cosh(mt) 2 '

Heinz-type inequalities ([9]) deal with operators of forms H » XK+

H%XK%I?, where p,g > 1 with 1/p +1/q = 1. Note that the preceding
argument also shows

(2) H#XKi = / HYHXK "dps (t) + / HU*XKK ®dy, (t),
(3) HiXKr = / HYHXK " *du: (t) + / HYXKK dy, ().
— 0o p — 00 P

We note du: = dvi and dpi = dvi. Hence, by summing up (2) and
q P p q
(3), we get

HrXKi + HiXK? = / HYHX + XK)K *du. (t)

— 00

o0
+ / Ht(HX + XK)K~dvs (1)
= / KYHX + XK)K ®d(us +v1)(t).

This expression obviously shows

I|H? XKe + HeXK# ||| < [[|HX + XK[]|

since the total mass of the measure d(p: + vi)(t) is % + % = 1. The
q q

“difference version”
1 1 1 1
(4) |||HpXKq—HqXKP|||§|§—1|><|||HX—XK|||.

is also valid. Indeed, by subtracting (3) from (2), we have
HrXKi — HiXK? = / HYHX — XK)K *d(u. — v1)(t).

It is plain to see

(1) = sin(7) x 2cos(7) _ sin(-qu)
2 <C08h2 (mt) — cos%%)) cosh(2t) — COS(%W)’

a%(t)—b

Q=
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and consequently we have

HrXK: - HiXK?
oo , sin(2X)
= / H*(HX - XK)K™* 1 — dt
—oo cosh(2nt) — cos(F)
Sln(%Tﬂ-) ds

cosh(rms) — cos(%ﬂ) 2

:/ H%(HX — XK)K™%

Let us assume 1 < p < 2. Then, the above measure is exactly du%(s)
with the total mass 1 —2 =1-2(1— 1) = 2 —1 (> 0), showing (4)

P

in this case. The opposite case 2 < p < oo can be handled simply by
switching H and K.
It follows from (4) that

I|H2PXK2™° — H2*XK?%¢||| <2 x || HX — XK]||

is valid for 0 < ¢ < % Let us assume the invertibility of H, K > 0 here.
By dividing the above by £ and then by letting € \, 0, we easily see

ll(log HY(HZXK?) — (HzXK?)(log K)||| < |I|IHX — XK]||.

From this we obtain the following commutator estimate:

Theorem 1 (Theorem 4, [15]). For operators A, B, X with A, B
self-adjoint, we have

114X — X BI|| < [[|exp(3)X exp(—3) — exp(—3)X exp(3)]]

for each unitarily invariant norm ||| - |||.

A somewhat related topic is the “matrix Young inequality” due to
T. Ando. In [2] he showed that for each positive matrices H, K and
1 < p < oo (with the conjugate exponent ¢) one can find a unitary
matrix U satisfying

|[HK| <U(GH" + (KU~

(the special case p = ¢ = 2 was dealt in [5]). In particular,
EK] < 1257+ LK7)]

is valid, however in [2, §7] he pointed out that

() IHXK]|| <[|$HPX + 1XKI|| is false
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(unless p = 2) for example for the operator norm ||| - ||| =] - [|-

Let us try to understand this phenomenon. Assume that H (=
exp A), X are matrices, and let A be a diagonal matrix with diagonal
entries A1, A2, -+ , Ap, € R. We set

Y = /OO exp(itA)(; exp(A)X + ; X exp(A)) exp(—itA) f(t)dt

-0

with f(¢) to be determined. The (j, k)-component of Y is
Yire = (5 exp(Aj) + 1 exp(Me) (F A — Ak) Xk

Therefore, if one wants ¥ = exp(%)X exp(%), then one must have

exp(l;) | exp(h) A e
( ) e )(ff)w—;\k>~exp(—p—>exp<;).

This requirement is the same as

A A
exp() exp(<F)
(6) (ff)(/\.? - )\k) = exp(A;) + exp(Ax)
P q
_ 1
L exp( ) + §exp(— )
that is,

(FAE) = (Sexp(2) + Lexp(-2)) .

It is possible to compute explicitly the inverse Fourier transform of this
function, and indeed we can prove

Lo Lop\_st
_ prqa(3) |
T 1 1
2 cosh <7rt—1—~2— (5—5))

By the standard approximation argument we get the next result in the
special case H = K. Then, the general case can be handled by the
well-known 2 x 2-matrix trick: by applying the special case to

~ H 0 > 0 X
H:{O K} and X—[O 0},

(7) f(t)

one can look at the (1,2)-component to get the desired conclusion.
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Theorem 2 (Theorem 6, [15]). For operators H, K, X with H, K
positive and p € (1,00) with the conjugate exponent q we have

Hr XK :/ HY(LHX + 1 XK)K " f(t)dt

with the function f(t) defined by (7). In particular, for each unitarily
invariant norm ||| - ||| we have

[|H? XK ||| < kp|llLHX + LXK
with k, —/ F()dt (< o).

Notice / f(t)dt = (Ff)(0) = 1. However, f(t) is complex-valued

and consequently k, = / |f(t)|dt > 1 (unless p = 2). This fact corre-

sponds to the failure of (5). The constant k, can be rewritten as

11
prqa

/ \/—W Withlﬂ‘,ZSin(% (%—%)).

Note that k, depends only on p € (1,00) (independent of the choice of
|| -1|]), but unfortunately k, blows up when either p \, 1 or p /" co. On
the other hand, unitarily invariant norms under which the map A — |A|
is Lipschitz continuous were thoroughly analyzed in [7, 14]. For such a
unitarily invariant norm ||| - ||| a constant k = k)| can be chosen in
such a way that

L 1 1 1
I|H» XKa||| < K|[|JHX +  XK|]|

is valid for all p € (1, 00) (see [12, Proposition 3.1]).

§3. Refinement of the arithmetic-geometric mean inequality

The logarithmic mean of positive scalars A, u is

A—p t 1—t
- t
log A\ —log /oA d

The second integral form indicates that for operators H, K, X with
H, K > 0 one can introduce their logarithmic mean by

1
= / HI!X K tdt.
0
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The above right side should be understood in the weak sense, i.e.,

1
(L&, m) = / (H'XK'7t¢ n)dt (for each vectors &,7).
0

For simplicity, we set

G = H:XK? (geometric mean),

A = (HX + XK) (arithmetic mean),

1
2
and we would like to compare the three means.

The ratios (between the relevant scalar means) are

log A —lo
g_}\% X VA = gi(log A — log ),

A—u y 2
logAh—logu A+p

= g2(log A — log )

with
g1(s) = ﬁ;@ and go(s) = ta_n?%.

By repeating the argument (recall (6)) before Theorem 2 with H* in-

stead of e**4 we arrive at the integral expressions
. : T
G = / H*LK™" —— dt,
oo 2 cosh®(7rt)
o . t 2dt
L = / H* AK " log |coth (“—) .
—o 2 s
.. s 2 mt : )
The densities ————— and — log |coth | — | | here arise as the inverse
2 cosh”(mrt) s 2

Fourier transforms of g;(s) and g»(s). They are positive functions (i.e.,
gi(s)’s are positive definite thanks to the Bochner theorem) with total
mass g;(0) = 1. Consequently, we get the following strengthening of (1)
(i.e., arithmetic-logarithmic-geometric mean inequality):

Proposition 3 (Proposition 1, [11]). Let H, K, X be Hilbert space
operators with H, K > 0. For any unitarily invariant norm ||| - ||| we
have

1
1
XK < | [ HXK' | < GIIEX + XK]].
0
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Actually, further refinement is possible by introducing the two series
of operator means corresponding to the following natural scalar means:

m—1 n
1 k. m—1—k 1 £ ntl—k
_ E Am—l/j/ T, _E /\n+1'u n+l |
m n

k=0

The cases m = 2 and n = 1 correspond to the arithmetic and geo-
metric means respectively. Note that what was important in the proof
of Proposition 3 is the positive definiteness of ratios between relevant
scalar means, and this reasoning (together with some others) enables us
to prove |

Theorem 4 (Theorem 5, [11]). Let H, K, X be Hilbert space op-
erators with H, K positive, and ||| - ||| be a unitarily invariant norm.
(z2) For each m (> 1) and n (> 2), the following inequalities are valid:

m

1 1 1 m 1— 1
NHEXKE|| < Y H7rXxK0 ||| < ||| [ H'XK'dt]]
LC— 0

n—

n—1
1 K 1-k 1
IS B XK < JIEX + XK,
k=0

IN

m
g L1 k milok . o
(1) The quantity —||| E H#=+1 XK m+1 ||| is monotone increasing in
m
k=1
m, and furthermore we have the monotone convergence

1, - mii !
fim_ {13 XK = | [ HX |
1, k —1-k
(131) The quantity —||| Z H»-T1 XK #»-1 ||| is monotone decreasing in
n
k=0

n.

Notice that the assertion (ii) in the theorem is a certain monotone
convergence theorem for a norm, and more precise convergence results

(for operators) for various means are investigated in our recent article
[13].

§4. General means for matrices

It is clear from the discussions so far that the positive definiteness of
ratios between involved scalar means is a key to establish norm inequal-
ities. This viewpoint in fact enables us to investigate norm comparison
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of means in a more axiomatic fashion, which makes it possible to han-
dle various other means. In this section we explain this approach, but
for simplicity we will mainly restrict ourselves to finite-dimensional op-
erators (see Remark 6 for the infinite-dimensional case). Namely, we
introduce a certain class of binary means (for positive scalars), to each
of which one can associate a matrix mean in a natural way.

By a symmetric homogeneous mean we shall mean a continuous
positive function on [0,00) x [0, 00) satisfying

(a) M()" :u') = M(p, /\)7

(b) M(a\ ap) = aM (A, p) for any o > 0,

(¢c) M (A, u) is non-decreasing in A and p,

(d) min{A, p} < M(A, p) < max{A, pu}.
We denote by 91 the set of all such means.

For H € M, (C), the n x n matrices, we write H > 0 if H is positive
semi-definite, and H > 0 if H > 0 is invertible. We regard M,,(C)
as a (finite-dimensional) Hilbert space equipped with the inner product
(X,Y) =Tr(XY*) (X,Y € M,(C)). For H /K > 0 let Ly, Rk be the
left multiplication by H and the right multiplication by K respectively,
ie., LyX = HX and Rx X = XK for X € M, (C). Note that they are
commuting positive operators acting on M,(C), and for each M € M
one can perform the functional calculus M (Ly,Rg) (which is a positive
operator acting on M,,(C)). Thus, for each X € M,,(C) we can consider
M(Lg,Rg)X (€ M,(C)), which will be simply denoted by M (H, K)X.

Assume that the spectral decompositions of H, K € M,,(C) are

H = Z/\ipi, K = Z,LLij
i=1 j=1

with eigenvalue lists {\;}, {i;} and rank-one projections {P;}, {Q;} re-
spectively. Then, M (H, K) is obviously given by

ij=1
This means that with the diagonalization
H = Udiag(A1, A2, ..., \)U", K = Vdiag(pi,pg ..., pn)V"
via unitary matrices U,V we have

(9) M(H,K)X = U([M(Ai,ﬂj)} o (U*XV))V*,

where o means the Hadamard product (i.e., the entry-wise product).
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With the interpretation of M (H, K)X explained so far, we can prove

Theorem 5 (Theorem 1.1, [12]).  For means M, N € 9 the fol-
lowing conditions are equivalent:

(i) one can find a symmetric probability measure v on R satisfying
M(H,K)X = / H*(N(H,K)X)K™"* dv(s)

for all matrices H, K, X (of any size) with H, K > 0;

(ii) one has |||M(H, K)X||| < |||N(H, K)X]||| for each matrices H, K,
X (of any size) with H, K > 0 and for each unitarily invariant
norm |1 |1l

(iii) one has |M(H,H)X| < ||N(H,H)X]|| for each matrices H, X
(of any size) with H > 0;

M(Ai,
(iv) for each A1,Az2,...,A\p > 0 (with any n), [ (Aiy Af)

N(/\’H )‘J) ] 1<4,5<n
a positive semi-definite matriz;
(v) the function M(e*,1)/N (e, 1) is positive definite on R.

In the above, the measure v in (i) is the representing one for the ratio
M(et,1)/N(et, 1) in the Bochner theorem, i.e.,

18

o0

M(ef,1)/N (et 1) = / et du(s).

— 00

We consider the following typical one-parameter families of means:

a— A& — &
Mo\ p) = { Aal X yeirla E;\;AM;
=H),

)\a+'uloz 1/«
mo = (2200)

with —oo < a < oco. The arithmetic, logarithmic and geometric means
appear as

A
M2()\7/'l’) = Ta
A—p .
M = T (: 1 Ma >‘7 )
1 1) log A — log i o ( ,u))

M1/2()‘aﬂ) = V)‘ )
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while it is easy to see

1n—1 s ke
Mo (hp) = 23 ATTunT (n=2,3,-),
k=0
1 ko mil—k
Mmrj_l()HU) = Ez/\m—’_ nomr (m:1727)
k=1

(which correspond to the operator means appeared in Theorem 4). On
the other hand, with the special choice « = 1/n

1 ” n k n—k
= — )\ﬁ n
Bl/n()\ap’) on ];:0 (k) u

is the usual binomial mean.
For —0co < a < 8 < oo one can prove the positive definiteness of the
ratio
M, (et 1)  (a-1)p y (e*t —1)(eP=1)t — 1)
M(e',1)  a(B—1) (@D — 1)(eht — 1)
(a—1)B  sinh(at/2)sinh((8 — 1)t/2)
a(f—1)  sinh((a — 1)t/2) sinh(5t/2)

(see [12, Theorem 2.1]). Therefore, thanks to Theorem 5 we can ob-
tain further generalization of Theorem 4 in §3. One can also prove the
positive definiteness of ratios such as

Myp(e'1) (__1_))1/“ (> 0).

B, (et, 1) cosh(at/2
Bijn(e', 1) cosh™(t/2n)
My(et,1) ~  cosh(t/2)

Note

1 —/OO its ds
cosht  J_.°© 2 cosh(7rs/2)’

oo

and the positive definiteness of the former is indeed a consequence of the
infinite divisibility of the probability measure (2 cosh(rs/2))"'ds. From
these we conclude

1 “/n\ k. n—k 1
HY2X KY?|)|| < — HK5 ||| < =||HX + XK
il |H_2"|H;;> B |II_2||| + il
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for instance (see [12, Proposition 3.3]). Some other means as well as a
variety of comparison results for their norms (based on Theorem 5) are
obtained in [12].

The idea behind Theorem 5 (especially the integral representation
for matrix means) can be also adopted to obtain solutions to certain ma-
trix equations in a very explicit way. To see a flavor of this application,
as a typical example we consider the matrix equation

1
/ HYK 7 tdt =X
0

for a unknown matrix Y with positive invertible matrices H, K. The
equation means M, (H, K)Y = X with the logarithmic mean M; (A, u) =
A—p
log A — log i
it follows from the expression (9) that the unique solution Y is given by

. Tt is plain to see that the reciprocal is Mg(A~*, x~1), and

Y = Myg(H ' K1) X.
The comparison of My with M, 5, for instance, supplies the integral

expression
Tds

Y:/ H st xg—37%
—oo 2 cosh”(ms)

for this solution. Furthermore, the different integral expressions

Y:/ (H +tI)" X (K + tI)"'dt
0

Y = /OO/OO e M Xe K dsdt
0 0 S+t

for the same Y are also possible based on some other tools (see [12]).

and

Remark 6. It s possible to generalize Theorem 5 to infinite-dimen-
sional operators. Namely, we simply replace M,,(C) by the Hilbert space
C2(H) of Hilbert-Schmidt class operators. In this setting the multiplica-
tion operators Ly, Rk (positive operators in B(C2(H))) can be also con-
sidered for arbitrary positive operators H, K > 0. Consequently, as long
as X is taken from Co(H), the mean M(H,K)X = M(Ly,Rg)X (€
C2(H)) makes a perfect sense. With this interpretation the theorem re-
mains valid for Hilbert space operators. In [12, §4,(C)] the requirement
X € C2(H) was not explicitly mentioned, and we apologize for this inac-
curacy.
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A theory of means M (H, K)X with X € B(H) is more preferable.
Such a theory is developed in our recent article [13] based on the theory of
double integral transformations. Roughly speaking it is a continuous ver-
sion of (8), and for a very wide class of scalar means M (X, 1) (including
all the examples in [12]) corresponding operator means M(H,K)X (€
B(H)) are completely justified for each X € B(H). Moreover, in the
forthcoming article [16] we will obtain a variety of new norm inequali-
ties not covered here (nor in [11, 12, 13, 15]).
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Quantum spin chain and Popescu systems

Taku Matsui

81. Introduction

In this article, we explain how Popescu systems and their dilation
to representations of the Cuntz algebra are related to some problems of
quantum statistical mechanics. The physics we discuss here is the quasi
one-dimensional material, closely related to an unsolved problem of anti-
ferromagnetic Heisenberg models. First we begin by stating our notation
and the mathematical problem precisely. Our quantum spin models with
an infinite degree of freedom are described as a C*-dynamical system on
a UHF C*-algebra. The standard references of this mathematical ap-
proach are [9] and [10]. The algebra of local observables is the infinite
tensor product ;.. of the full matrix algebras. For the usual quan-
tum system with spin s (s = 1/2,1,3/2,---), the one site algebra is
Mass11(C), the set of 2s + 1 by 2s + 1 matrices, and in this case

Q'[loc == ® M2s+1(C)-
Z

Each component of the tensor product above is specified with a lattice
site j € Z. The C*-completion of ;.. is denoted by 2.

For any integer j and any matrix Q in Ms,1(C), QY will be an
observable Q located at the lattice site j. Thus, by Q) we denote the
following element of 2:

e RIRLIR Q RNR1IRQ -+ €.
~—

the j-th component

Given a subset A of Z, A, is defined as the C*-subalgebra of 2
generated by all QU) with Q € M,(C), j € A. If ¢ is a state of A the
restriction of ¢ to A, will be denoted by x:

PA = <P|21A-

2000 Mathematics Subject Classification. Primary 82B10.
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The translation 7y (shift on the integer lattice Z) is an automorphism
of A determined by
Tk(Q(j)) - Q(j+k).

As the Lie group SU(2) acts on the 2s+1 dimensional vector space irre-
ducibly, each one site algebra My, 1(C) has the adjoint action of SU(2).
From this action we obtain the product type action 3, of SU(2) on U
which commutes with the lattice translation 7.

The time evolution of the system is governed by the one parameter
group of automorphisms «; on 2. The generator ¢ of a; is an approx-

imate inner derivation obtained by the infinite volume limit of local
Hamiltonians H, on the finite subset A of Z:

d

Eat(Q)ltzo =6(Q) = Jim, [Ha, Q)

for Q in ;.. A standard Hamiltonian of the spin s antiferromagnetic
chain is the Heisenberg Hamiltonian H

(1.1) Hy = Z (89, s+,

jEA
where S&j ) is the spin operator at the site j and

(1.2) (SW, 80ty =~ SSU+Y,

a=x,Yy,z

Another Hamiltonian frequently used in Sold State Physics is the fol-
lowing spin 1 Hamiltonian (s = 1):

(1.3) Hy = Z { Jl(S(j),S(j+1)) + JQ(SU), S(j+1))2} '

JEA

The above Hamiltonians of (1.1) and (1.3) and the time evolution oy
associated with them are obviously SU(2) invariant:

ﬂgoat:atoﬁg.

Mathematically we may consider more general Hamiltonians as well. Al-
though these two Hamiltonians are approximation of more complicated
interactions, it is believed that the qualitative feature of these mod-
els represent “universal property” of SU(2) invariant antiferromagnetic
systems.

Decay of correlation and the spectrum property of these C*-dynamical
system {2, a4} are of prime interest in mathematical physics. Next we
formulate the problem more precisely.
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States considered for the above models are ground states. As far as
the spectrum and decay of correlation are concerned, KMS states are of
no interest as they always have exponentially decay of correlation and
each model does not exhibit any individual character.

By definition, a state ¢ is a ground state of the C*-dynamical system

(A, 00} if
d
%%@(Q*at(Q)) >0

for any @ of Ajpe. Let {m,, Hy, 2y} be the GNS representation of a
ground state ¢ where 7, is the representation, and ), is the Hilbert
space and €2, is the GNS cyclic vector. When the state ¢ is a ground
state, there exists a positive (unbounded) selfadjoint operator H, on ),
such that

(1.4) etemy (Q)e™ e = 104 ((Q)), HyQp = 0.

By spectrum of the infinite volume Heisenberg model, we mean the
spectrum of H.,.

When the spin s is 1/2, the Heisenberg model of (1.1) is exactly
solved and eigenvectors and their eigenvalues of (1.1) have been found
by Bethe ansatz. Even though the completeness of eigenvectors is not
yet proved, a lot of heuristic argument has been published. On the other
hand, for higher spin, nothing is rigorously proved for the Hamiltonian
(1.1) so far. Nevertheless due to the heuristic arguments and numerical
simulations, the following are now believed.

Conjecture 1.1. (i) The ground state of the antiferromagnetic
Heisenberg model obtained by the infinite volume of (1.1) is unique.
(i1a) If the spin s is a half odd integer (s = (2n — 1)/2) the spec-
trum of H, for the unique ground state ¢ has no gap. Namely for
any positive number § Spec H, N (0,8) # 0. The decay of correlation
has the power law, so there exists Q and Q' in Aj,. such that the limit
limy, o0 |p(QTn(Q)) — 0(Q)p(Q")| = 0 decays in a negative power of n.
(iib) If the spin s is an integer, the spectrum of H, has the gap in the
sense that Spec H, N (0,6) = 0 for a positive number §.

It is possible to show that the decay of correlation is exponential if
the spectral gap of H, is open. In the case of integer spin Heisenberg
models, the conjecture suggests the exponential decay of correlation of
lp(QTn(Q) — 0(Q)p(Q')| for any @ and Q' in A (c.f. Theorem 1.4
below).

Note that when the ground state is unique, it is pure and SU(2)
invariant (invariant under the product type action ;). The conjecture
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(ila) and (iib) was proposed by Haldane in the beginning of 1980’s. The
spin 1/2 case of Haldane’s conjecture is supported by the exact (non-
rigorous) solution. For the half odd integer spin I.Afleck and E.Lieb have
shown that the gap of the spectrum of the finite volume Hamiltonian
Hy vanishes in the infinite volume limit (see [2]). When the spin is
integer nothing is known but in [3] I.Affleck, T.Kennedy, E.Lieb and
H.Tasaki found an example of Hamiltonian with the similar property to
the property Haldane’s conjecture claims. In fact, they have shown that
when the spin is one and J; = 1, J, = 1/3 the Hamiltonian (1.3) has
the unique infinite volume ground state which has the exponential decay
correlation and the spectral gap. Their Hamiltonian H s i 7 is referred
to as the AKLT model or the AKLT Hamiltonian:

J

To prove their results, I.Affleck, T.Kennedy, E.Lieb and H.Tasaki con-
structed the ground state of the AKLT Hamiltonian with a finite al-
gebraic manipulation (the iteration of complete positive maps on finite
matrix algebras). The state they obtained in [3] is named Valence Bond
Solid state. Since the paper [3] was published, Valence Bond Solid states
was studied extensively. We will return “VBS” states later.

Unlike the integer spin case, we do not have any definite result on
the decay of correlation for the half odd integer spin case. However,
M.Aizenman and B.Nachtergaele obtained a measure theoretic represen-
tation of ground states for a class of Hamiltonians. Within their class of
Hamiltonians, M.Aizenman and B.Nachtergaele have found that trans-
lation symmetry breaking occurs if the decay of correlation is fast. It is
interesting to ask if the result which M.Aizenman and B.Nachtergaele
proved is a universal phenomenon or due to special choice of Hamiltoni-
ans. The theorem below is related to this question.

Theorem 1.2. Suppose that the spin s is a half odd integer and
consider a translationally invariant pure state ¢ of A. If p is SU(2)
mvariant, @ cannot have the following uniform cluster property:

(1.6) lim sup | (p(Qimk(Rs)) — (Qi)p(R:))| =0,

k=0 |g|<1

1

where Q 1s any local observable in U,. written in the finite sum

Q= Z%’QiRi, Qj € U(—oo,—11 Ri € Ap,00)-
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We can formulate the same kind of results as above for an arbitrary
compact semisimple Lie group.
Purity and translation invariance of ¢ implies the cluster property

Jim_ ;(so(Qka(Ri))—W(Qj)w(Rz-)) =0.

Let {7y, $,Q,} be the GNS representation of a translation invariant fac-
tor state ¢. Consider the von Neumann algebras M; = 7, (A(_o0,-17)"
and My = 7, (Up,00))’- The uniformity of the cluster property in (1.6)
is equivalent to the condition that the inclusion M; C My contains an
intermediate type I factor 9. Following R.Longo in [18] we call such an
inclusion M; C Nt C M, split.

Definition 1.3. Let ¢ be a translation invariant factor state of
A. We say that the state ¢ is split if the uniform cluster condition (1.6)
15 satisfied.

Any Gibbs state for a finite range interaction is split and so is any
VBS state. The construction of non-split pure states is a non trivial
mathematical problem. We believe that the exponential decay corre-
lation implies the split property of state, as we are not aware of any
counter-example to this claim. Moreover Theorem 1.4 tells us that the
spectral gap implies the exponential decay of correlation. If the expo-
nential decay of correlation implies the split property, Theorem 1.1 is a
solution to a part of Haldane’s conjecture.

Theorem 1.4. Consider a finite range translationally invariant
Hamiltonian Hp. Suppose that the state ¢ is a pure ground state, and
that the ground state energy of H, is non-degenerate and the spectral
gap opens in the sense specified in Conjecture 1.1. For any Q and Q' in
2[loc’

(R (@) — 2(Q)p(Q)] < C(Q, Qe ™™,
where C(Q,Q'), M are positive constants dependent on Q and Q'

This theorem is a lattice version of Cluster Theorem of K.Fredenhagen
(c.f. [15]). A crucial assumption for Cluster Theorem of K.Fredenhagen
is strict locality for the time evolution, which is not valid in our case.
However we have entire analyticity and quasi-locality of our time evolu-
tion, with which we obtain Theorem 1.4. Unfortunately we do not have
good estimates for constants C(Q,Q’) and M.

About the question whether there exist any pure state without split
property, we have the following answer.
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Theorem 1.5. Consider the spin % chain. Let ¢ be a translation-
ally invariant pure state. Suppose that it is invariant under the torus
U(1) in SU(2): woB, = ¢ for any z € U(1). Then ¢ is either a product
state or a non-split state.

Due to this result, the ground state of the one-dimensional XY model
is non-split. We will also discuss this model later.

Next we sketch the key point of our proof for Theorem 1.2, 1.4.
The proof is based on notions of split property, the shift of B($) and
Popescu systems.

A standard argument of quasi-local algebra implies that a state ¢ is
split if and only if ¢ is quasi-equivalent to the state p(_oo 1] ® ©[0,00)
where ¢ 1) and @[o,o) are the restriction of ¢ to «A(_. 1] and
li0,00)- The split property of states is one of basic concepts in the local
quantum field theory (see [16], [11] and [12] and the references therein).

When ¢ is a translation invariant pure split state, the restriction
¥[0,00) is a type I factor state. Passing to the GNS representation and the
restriction of 7; (j > 0) to Ar we obtain the shift of B($)) in the sense of
R.Powers ([21]). Any shift of B($) with Powers index d is implemented
by the generator of the Cuntz algebra Oy4. Thus the translation invariant
state ¢ is extendible to a state of the Cuntz algebra O4. The Popescu
system describes the connection of symmetry of ¢ and the representation
of the Cuntz algebra O4. We will explain this connection more explicitly
in the next section.

§2. Popescu Systems

Here we begin with the definition of the Popescu system. This notion
naturally appears when a translationally invariant state ¢ o) of A[g,c0)
is extended to a state on the Cuntz algebra O4 (d = 2s + 1).

Definition 2.1. Let R be a separable Hilbert space. By Popescu
system on K we mean the triple {M,V 1} satisfying the following con-
ditions.

M is a von Neumann algebra acting on & non-degenerately. V is an
isometry from R to C*® K. 1 is a normal faithful state of M satisfying
the tnvariance

(2.1) P(R) = ¢(E(lca ® R)),

where R is any element of M and E(Q) is the unital completely positive
map from Mq(C) @ B(R) to B(R) determined by

(2.2) E(Q)=V*QV for any Q in My(C) @ ‘B(R).
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Given a Popescu system {9, V, ¢} on K, we can construct a transla-
tionally invariant state of the UHF algebra 2 ( d=2s+1) by the formula

(23)  e@PQyTeI Q)
=YP(E(Q®E(@Q1® - E(Q ®1g))-)).

When the dimension of £ is finite, the state ¢ determined by (2.3) is
called the finitely correlated state or quantum Markov state or Ma-
trix product state in mathematical physics. L.Accardi introduced quan-
tum Markov states as a non-commutative extension of Markov mea-
sures in [1]. After the discovery of the AKLT Hamiltonian, M.Fannes,
B.Nachtergaele and R,Werner found the relationship between VBS states
and quantum Markov states in [13]. (See also [14].) The ground state
of the AKLT Hamiltonian is described by the Popescu system where
R is two dimensional and V is the intertwiner of the representations of
SU(2).

Any translationally invariant state is described by the Popescu sys-
tem if we allow the dimension of & to be infinite.

Lemma 2.2. Let ¢ be a translationally invariant state of A. There
exists a Popescu system on R, {9,V vy} such that the state ¢ is de-
scribed by (2.3). Furthermore when ¢ is a factor state, the complete
positive map E of (2.2) has the following ergodicity:

IfE(lca®Q) = Q for Q in M, Q is a scalar Q = cl.

The lemma is based on the following observation. Let {7, $),, Q,}
be the GNS triple of . Consider the von Neumann algebra 7 (o, o))"
and the shift 7, restricted to 2jp ). 71 is extendible to the endomor-
phism © on the von Neumann algebra 7(2jp ))"”. © is implemented
by a representation of the Cuntz algebra. Namely, on §), there exists
isometries Si (k = 1,2, ..d) such that

d
SpS; =6kl, Y SkSp=1
k=1

and

d
0(Q) =) SQS; Q€T
k=1

Let P be the support projection of ¢ as the state of 7(2jg o))". Let R be
the range of P. Then we set MM = Pr(Ap o))" P, V = (V1,V2,...Va) =
(PS;P,PS;P,..PS;P) and we obtain the claim of Lemma.
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In [8] O.Bratteli, P.Jorgensen, A.Kishimoto and R.Werner studied
the connection of the Popescu system and the shift of the von Neumann
algebra M = Pm(Uj,00))” P when it is of type I. We also consider the
same situation.

Lemma 2.3. Let ¢ be a translationally invariant pure state of 2.
The following conditions are equivalent:
(i) The state ¢ is split;
(it) The GNS representation of Ay ) associated with Y[ o) 15 type I
factor.

An endomorphism © on a von Neumann algebra 9 is shift if it
satisfies the following condition:

MNp=01,2,..©" (M) = C1.

It is known that the shift of a type I factor is inner in the sense that

O is implemented by the canonical endomorphism of the Cuntz algebra
Od in 9.

Let E be the completely positive map of (2.2) and set
Eq(R) = E(Q®R)
for Q € M4(C). Eg is a complete bounded map from 9t to 9.

Lemma 2.4. Let ¢ be a translationally invariant factor state of
A and {IM,V,vy} be the associated Popescu system. If My is a von
Neumann subalgebra of M containing 1 and invariant under the operator

Eq with any Q € M4(C), then MMy =1 or My = M.

We call that the above condition the minimality condition. This
minimality is crucial in our proof of our Theorem.

Now we proceed to study of the symmetry property of pure states
with split property. Here we consider 2y ) and the Cuntz algebra
implementing the shift. The gauge action vy of the group U(d) of d by
d unitary matrices is defined via the formula

d
Yo (Sk) = Z Ui'St,
=1

where Uy, is the k 1 matrix element for U in U(d). Consider the diagonal
circle group U(1) = {z |z|=12€ C}. We identify the fixed point
algebra 0,YY) with A0,00)-
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Let G be a compact group and v(g) be a d-dimensional unitary
representation of G. By (3, we denote the product action of G on the
infinite tensor product 2 induced by v(g):

By (Q) = (....2v(9)®v(9) ®@v(9)®...)Q(....0v(g) '®v(g) '®v(g) '®...)

for any @ in 2. On 2 ) the gauge action v,y of the Cuntz algebra
Oq and 3, coincide, ,(4)(Q) = B,(Q) for any Q in ;g ).

Proposition 2.5. Let ¢ be a translationally invariant factor state
of A. Suppose that p and G invariant:

0(B4(Q)) = p(Q) for any g in G and any Q in A.

Let {9M,V, 4} be the canonical Popescu system for o.

(i) There ezist a projective unitary representation u(g) of G on R and a
one-dimensional unitary representation £(g) such that V intertwines the
representation as follows:

(2.4) (€(9)v(9)) ® u(9)V = Vu(g).

(i) Ad(u(g)) leaves MM invariant.
(113) The normal state of ¥ of M is invariant under Ad(u(g)).

Proposition 2.6. Suppose that @ is translationally invariant, pure
and split. The automorphism Ad(u(g)) on M is the inner (u(g) € M).

Suppose, further, that G is the one-dimensional torus U(1) or a con-
nected, simply connected compact semisimple Lie group. The projective
representation u(g) is a unitary representation.

Corollary 2.7. Let G be a connected, stimply connected compact
semisimple Lie group. Let G be the set of irreducible unitary duals of
the compact group G. Let {F,} be a partition of G:F,CG@G, F,n Fg =
(Oz 7é :8)7 UaFa =G.

Suppose that any irreducible component in the tensor of the repre-
sentation v(g) and F,, is contained in another different Fg.

Then there exists no translationally invariant pure split state.

Using the above Proposition we obtain our main results Theorem
1.2 and 1.4.

§3. Examples

In this section we present a few examples of ground states, which il-
lustrate some aspects of previous results. We consider the translationally



294 T. Matsui

invariant Hamiltonian. For simplicity we assume that the interaction is
of nearest neighbor. So suppose a selfadjoint element ho = hg in 2 1}
is given and consider the finite volume Hamiltonian H{y, ) in 2Ajn,m) on
the interval [n,m] is determined by

m—1
Hipm = Y, hj,
j=n

where we set 7;(ho) = h;.

We begin with the exactly solvable XY model as an example of
Theorem 1.4. The Hamiltonian H xy of the XY model is determined by
the equation

(3.1) Hxy = — Z {a:(nj)aéj“) + Uéj)0§j+1)} — 2 209),
JEZ JjE€EZ

where ) is a real parameter (an external magnetic field), O':(Cj ) , ag(/j ) and
O',(zj ) are the Pauli spin matrices at the site j. For the finite chain the XY
model is equivalent to the free Fermion via the Jordan Wigner trans-
formation. For the infinite chain the equivalence is not literally correct
due to the infinite product of o9 in the Jordan Wigner transformation.
Nevertheless we have obtained the following results in [5].

Theorem 3.1. The ground state of the XY model (3.1) is unique
for any real .
(i) |A| > 1 it is a product state. The spectral gap is open if |A| > 1.
(ii) |A] < 1 the ground state is not a product state. The spectrum is
purely absolutely continuous without gap.

The Hamiltonian H xy of the XY model is invariant under the rota-
tion around the z axis where the infinitesimal generator of the rotation

is
N = Zagj).
JEZ

Due to uniqueness the ground state is invariant under the rotation
around the z axis. As a consequence, Theorem 1.4 implies the following.

Corollary 3.2. For the case |\| < 1, the unique ground state of
the XY model (3.1) is a pure state without split property.
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Next we consider a generalization of the AKLT model of [3]. Here
we only give an abstract condition for Hamiltonians.

Assumption 3.3. (i) We assume that h; is positive: Hy, ) > 0
for any [n,m|.
(it) The dimension of the kernel of Hy, ) (the multiplicity of zero eigen-
value of Hi, m) as a finite matriz) is greater than one and uniformly
bounded in n and m:

(3.2) 1 < sup dim ker Hp, ) < 00.
If a suitable constant is added to the Hamiltonian, AKLT model
(1.5) satisfies the Assumption 3.3.

Theorem 3.4. Suppose that Assumption 3.3 is valid. Let © be a
translationally invariant pure ground state.

Then the state ¢ s split and pure. In fact, the auxiliary Hilbert
space R of the canonical Popescu system is finite dimensional. The two
point function decays exponentially fast:

sup [p(Q17j(Q2)) — (Q1)e(Q2)| ™! < oo

JEZ
for any local Q1 and Q-.

This result is a converse to a result of M.Fannes, B.Nachetergaele
and R.Werner in [13]. They have shown that if ¢ is a translationally
invariant pure state with the finite dimensional auxiliary Hilbert space
R of the associated Popescu system, there exists a projection P in ;..
such that

Thus ¢ is a ground state for the Hamiltonian H = ) ;B
Thus our Theorem 1.2 asserts impossibility of the construction of
SU(2) spin half odd integer models satisfying the Assumption 3.3.

Next we consider another variant of the Heisenberg model, the an-
tiferromagnetic XXZ model. The Hamiltonian of the XXZ model is
defined by

(3.3) Hxxz = Z{afcj)og“) + ool 4 AgD oD},
J

where A is a real parameter. We consider the antiferromagnetic region
of the model, i.e., —1 < A. The following is the standard picture on the
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ground state commonly accepted by physicists.

(a) If —1 < A < 1, the ground state is unique. The correlation function
decays in power. There is no spectral gap of Hamiltonian.

(b) When 1 < A, there exists precisely two pure ground states @eyen
and @,q4q. They are not translationally invariant, however, periodic with
period two, Yeyen = Yodd © T1- The Hamiltonian has the spectral gap
and their two point correlation functions decay exponentially fast.

The XXZ7 model is exactly solved by the Yang-Baxter machinery,
though none of the above assertions has not be yet proved rigorously
except the case where A is extremely large 1 << A. The reason why
the large A case is well understood is that the standard cluster expansion
(convergent perturbation theory) works. We can verify the above claim
as well as the split property of ground states. It is easy to see that any
product state is not the ground state of the XXZ model. Theorem 1.4
suggests the following implication.

Theorem 3.5. Consider the XXZ model Hx xz of (3.3) in the
antiferromagnetic region. Then, one of the following is valid:
(i) The ground state is unique and it is not split;
(i) There exists two pure ground states which are not translationally
1nvariant.

Theorem 3.5 is a complementary result to the one due to 1. Affleck
and E.Lieb ([2]) saying: there is no spectral gap if the ground state
is unique. Their argument does not yield any information on correla-
tion function while our Theorem 3.5 (i) asserts lack of certain uniform
clustering.
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Topological conjugacy invariants
of symbolic dynamics
arising from C*-algebra K-theory

Kengo Matsumoto

§1 Introduction

In [Wi], R. F. Williams introduced the notions of strong shift equiv-
alence and shift equivalence between nonnegative square matrices and
showed that two topological Markov shifts are topologically conjugate
if and only if the associated matrices are strong shift equivalent. He
also showed that strong shift equivalence implies shift equivalence (cf.
[KimR]). There is a class of subshifts called sofic subshifts that are gen-
eralized class of Markov shifts and determined by square matrices with
entries in formal sums of symbols (see [Kit],[Kr4],[LM],[Wel,etc.). Such
a square matrix is called a symbolic matrix. It is an equivalent object
to a labeled graph called a A-graph. M. Nasu in [N],[N2] generalized
the notion of strong shift equivalence to symbolic matrices. He showed
that two sofic subshifts are topologically conjugate if and only if their
canonical symbolic matrices are strong shift equivalent ([N],[N2],see also
[HN]). M. Boyle and W. Krieger in [BK] introduced the notion of shift
equivalence for symbolic matrices and studied topologically conjugacy
for sofic subshifts.

In [Ma6], the notions of symbolic matrix system and A-graph system
have been introduced as presentations of subshifts. They are generalized
notions of symbolic matrix and A-graph for sofic subshifts. Let X be a
finite set. A symbolic matrix system over X consists of two sequences of
rectangular matrices (M, 41,1 141),! € N. The matrices M; ;41 have
entries in formal sums of ¥ and the matrices /; ;11 have entries in {0, 1}.
They satisfy the following commutation relations

I iMisiiv2 = M1 lig,42, leN.

2000 Mathematical Classification. Primary 37B10; Secondary 46L80,
46L.35.
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We assume that for ¢ there exists j such that the (i, j)-component
I 141(4,5) = 1 and for j there uniquely exists i such that I; ;11 (4,7) = 1.
We denote it by (M, I).

A A-graph system £ = (V| E, A, () is a labeled Bratteli diagrams with
vertex set V = V3 UV, U --- and edge set £ = E; U Ep3 U --- that
naturally arises from a symbolic matrix system (M,I). The matrix
M 141 defines an edge e in Ej ;. from a vertex in V; to a vertex in
Vi+1 whose label is denoted by A(e) € ¥. The matrix I; ;41 defines a
surjection from V;;; to V;. The symbolic matrix systems and the A-
graph systems are the same objects and give rise to subshifts. There
is a canonical method to construct a symbolic matrix system from an
arbitrary subshift. The obtained symbolic matrix system is said to be
canonical for the subshift. If a subshift is sofic, the canonical symbolic
matrix system corresponds to the symbolic matrix of its left Krieger
cover graph. The notion of strong shift equivalence for nonnegative

matrices and symbolic matrices has been generalized to symbolic matrix
systems ([Ma6], cf. [Mall]). We have proved (cf. [N],[Wi])

Theorem A ([Ma6]). Two subshifts are topologically conjugate
if and only if their canonical symbolic matriz systems are strong shift
equivalent.

Shift equivalence between two symbolic matrix systems has been de-
fined in [Ma6] as a generalization of the corresponding notion for sym-
bolic matrices defined by Boyle-Krieger in [BK].

For a symbolic matrix system (M, I), let M; ;11 be the nonnegative
rectangular matrix obtained from M, ;; by setting all the symbols equal
to 1 for each [ € N. Then the resulting pair (M, I) still satisfies the
following relations.

LaviMivi 42 = Migpilivr 42, [ € N.

We call (M, I) the nonnegative matrix system for (M, I'). We say (M, I)
to be canonical when (M, I) is canonical. More generally, for a sequence
M; 141,10 € N of rectangular matrices with entries in nonnegative integers
and a sequence [j ;11,0 € N of rectangular matrices with entries in {0, 1},
the pair (M, I) is called a nonnegative matrix system if they satisfy the
relations above. For a single n X n nonnegative square matrix A, if we
set Mj 41 = A and ;41 = I, : the n X n identity matrix for all [ € N,
the pair (M,I) is a nonnegative matrix system. We similarly formu-
late strong shift equivalence and shift equivalence between nonnegative
matrix systems as generalizations of the corresponding equivalences for
single nonnegative square matrices.
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For nonnegative matrices, the dimension groups defined by Krieger
in [Kr2], [Kr3] and the Bowen-Franks groups considered in [BF] are
crucial shift equivalence invariants. They induce topological conjugacy
invariants for the associated topological Markov shifts. We generalize
them to nonnegative matrix systems. The following three kinds of ob-
jects for a nonnegative matrix system (M, I) are defined:

(Aot Dby doan), KM, I),  BFY(M,I), i=0,1.

The dimension triple (A, 1 JAT o 6u.1y) consists of an abelian group
(M,I)s = (pM,1) V(M)

A,y with positive cone AT and an ordered automorphism 6/ 1

(M,I)
on it. The K-groups K;(M,I),i = 0,1 and the Bowen-Franks groups
BFY(M,I),i = 0,1 consist of a pair of abelian groups for each. The
three kinds of objects above are invariant under shift equivalence in non-
negative matrix systems. Hence they are naturally induce topological
conjugacy invariants for subshifts by taking their canonical nonnegative
matrix systems. Relationships among the equivalences and the invari-

ants for the matrix systems are as in the following way:

Theorem B ([Ma6]). For two symbolic matriz systems (M, ),
(M, I") and their respect nonnegative matriz systems (M, I),(M',I'),
consider the following situations:

(S1) (M, I)~ (M',I) : strong shift equivalence,

(N1) (M,I)= (M',I) : strong shift equivalence,

(S2) (M, I)~ (M’ I) : shift equivalence,

(N2) (M,I)~ (M’ I) : shift equivalence,

3) (Awnn: Msvry 600) = (Aar 13, Asge s br)
1somorphic dimension triples,

4) (A, mn) = (Awar,ry,0ar,11)) © isomorphic dimension
pairs,

(5) K.(M,I)=K.(M' I) : isomorphic K-groups,

(6) BF*(M,I)= BF*(M',I) : isomorphic Bowen-Franks groups.

Then we have the following implications:
(S1) = (52)

U U
(N1) = (N2) = (3) = (4) = (5) = (6).

Two subshifts are said to be flow equivalent if their suspension flows
act on homeomorphic spaces under some homeomorphism that preserves
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orbits in an orientation preserving way (cf.[PS]). The Bowen-Franks
group Z™/(1 — A)Z™ for nonnegative matrix A is known to be not only
a topological conjugacy invariant but also a flow equivalence invariant
for the associated topological Markov shift ([BF], cf. [Fr], [PS]). We
generalize it to subshifts.

Theorem C ([Ma8], cf.[Ma3]). The K-groups and the Bowen-
Franks groups for canonical nonnegative matriz systems for subshifts are
invariant under flow equivalence.

In [Ma6], the eigenvalues and eigenvectors of a nonnegative matrix
system (M, I') have been defined as a generalization of the nonzero spec-
trum of a single nonnegative matrix. We denote by Sp* (M, I ) the set
of all nonzero eigenvalues of (M, I). Let Sp;(M,I) be the set of all
nonzero eigenvalues of (M, ) having a certain boundedness condition
on the corresponding eigenvectors. We know that the both Sp* (M, I)
and Sp; (M, I) are not empty and invariant under shift equivalence of
(M, I). In particular, if (M, I) is the canonical nonnegative matrix sys-
tem for a subshift, the set Sp; (M, I) is bounded by the topological
entropy of the subshift.

The author has constructed the C*-algebra Op associated with sub-
shift A ([Ma], cf. [CaM], [Mal0]) as a generalization of the Cuntz-Krieger
algebra Q4 associated with topological Markov shift A 4 for matrix A
with entries in {0,1}. The C*-algebra O, has a canonical action of the
one dimensional torus group, called gauge action and written as ap. Let
(M, I) be the canonical nonnegative matrix system for the subshift A.
The invariants mentioned above are described in terms of the K-theoretic
objects for the C*-algebra as in the following way:

Theorem D ([Ma2], [Ma3], [Ma4], cf.[C3],[CK]).

(Agae,1s Alys 1ys6m,1y) = (Ko(Fa), Ko(Fa)+, Gax),s
Ki(M,I)= K;(On), 1=0,1,
BF'(M,I) = Ext""(0,), i=0,1

where dp denotes the dual action of an and Ext'(Oa) = Ext(O,),
Ext?(04) = Ext(Ox ® Co(R)).

The normalized nonnegative eigenvectors of (M, I) exactly corre-
spond to the KMS-states for ap on the C*-algebra O,. Hence the set of
bounded spectrums with nonnegative eigenvectors are the set of inverse
temperatures for the admitted KMS states ((MWY],cf.[EFW]).
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§2 Symbolic matrix systems and A-graph systems as presen-
tations of subshifts

We fix a finite set ¥ and call it the alphabet. Each element of X is
called a symbol. We write the empty symbol §) in ¥ as 0. We denote by
Gy the set of all finite formal sums of elements of ..

For two symbolic matrices A over alphabet ¥ and A’ over alphabet
> and bijection ¢ from a subset of ¥ onto a subset of ¥/, we say that
A and A’ are specified equivalence under specification ¢ if A’ can be
obtained from A by replacing every symbol a appearing in A by ¢(a).

We write it as A 2 A’. We call ¢ a specification from ¥ to ¥/. These
notions are due to M. Nasu in [N],[N2].

Two symbolic matrix systems (M, I) over ¥ and (M’,I') over '
are said to be isomorphic if there exists a specification ¢ from ¥ to ¥’
and an m(l) x m(l)-square permutation matrix P, for each [ € N such
that

¢
PMijip = Mf,z+1pl+1, Pl = Il,,l+1Pl+1 for [€N.

Two A-graph systems (V, E, A, ¢) over alphabet ¥ and (V', E', X)) over
alphabet ¥/ are said to be isomorphic if there exist bijections &y : V —
V', ®g : E — E' and a specification ¢ : ¥ — ¥’ such that

(1) va(‘/l) = ‘/l, and @E(El,l—}—l) = El,,H—l for [ € N,

(2) Pv(s(e)) = s(Pr(e)) and Dy(r(e)) =r(Pp(e)) forec F,
(3) J(Pv(v)) =Py ((v)) forvelV,

(4) XN(Pgr(e)) =¢d(Ae)) foreeFE

where for an edge e € Ej 111, s(e) € V; and r(e) € Vj4; denote the source
vertex of e and the range vertex of e respectively. Then we know that
there exists a bijective correspondence between the set of all isomorphism
classes of symbolic matrix systems and the set of all isomorphism classes
of A\-graph systems.

We will see that any subshift comes from a symbolic matrix system
and equivalently from a A-graph system. We review on subshifts. Let X
be an alphabet. Let ©Z be the infinite product spaces [[;o___ 3, where
3; = X, endowed with the product topology. The transformation ¢ on
¥Z given by (o(x;)) = (x41),7 € Z is called the (full) shift. Let A be
a shift invariant closed subset of X% i.e. o(A) = A. The topological
dynamical system (A, o|p) is called a subshift. We denote o[y by ¢ and
write the subshift as A for short. We denote by Xa(C [[;=; i) the
set of all right-infinite sequences that appear in A. A finite sequence
p = (p1, ..., i) of elements p; € ¥ is called a block or a word of length
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k. A block u = (p1, ..., ux) is said to occur in z = (z;) € X% if z,,, =
W1y ey Tmtk—1 = Wi fOr some m € Z.

We will construct subshifts from symbolic matrix systems.

Let (M, I) be a symbolic matrix system over ¥ and £ = (V, E, A, ¢)
its corresponding A-graph system. Let L; for [ € N be the set of all label
sequences of paths from V; to Vj, that is,

Ll = {(/\(61),)\(62), cey )\(6[)) c El |€i & Ei,iH,r(ei) = s(ei+1)
fori=1,2,...,01—1}.
We set

X(M,I) = {()\(61), )\(62), .. ) - ZN ‘61' - E@Hl,r(ei) = s(ei+1)
for i € N}

the set of all right infinite sequences consisting of labels along infinite
paths. The topology on X4, 1 is defined from open sets of the form

U,y = (a1, 00,...) € Xpqpylas = pg for i =1,..., k}

for (p1,...,ux) € Ly so that X 1y is a compact Hausdorff space. For
(a1,a2,...) € X(am,1), we have (ag,0a3,...) € X(aq,1). For (a1,a,...)
€ X(m,1), we may find a symbol ag € X such that (ag, a1, 00,...) €
X(m,1)- Hence the following map

S : (011,0[2,0[3,. . ) S X(M,I) — (OéQ,a;g,. ) S X(M,I)
is well-defined, continuous and surjective. We set
A = lim{S - Xom, 1) = Xom,n'}

the projective limit in the category of compact Hausdorff spaces. Thus
A(m, 1y is identified with the set of all biinfinite sequences arising from
the sequences in X(aq,1). That is

A(M,I) = {( .o, 0, (0, (g, O, Qg . . ) |(Oén,0(n+1,. ) € X(M,I)
for n € Z}.

The map S induces a homeomorphism on it. We denote it by o that sat-
isfies 0((ci)iez) = (@i41)icz. Therefore we obtain a subshift (A4, 1), 7).
We next construct symbolic matrix systems from subshifts.
For a subshift (A, o) over ¥ and a number k € N, let A* be the set of

all words of length k in £% occurring in some z € A. For [ € N, two points
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z,y € X, are said to be [-past equivalent if {y € Alluzr € Xp} ={v €
Allvy € Xp}. Let Fl,i=1,2,...,m(l) be the set of all I-past equivalence
classes of X,. We define two rectangular m(l) x m(l + 1) matrices
Il/,\l+1’Mﬁl+1 with entries in {0,1} and entries in Gy, respectively as
in the following way. For i = 1,2,...,m(l),7 = 1,2,...,m(l + 1), the
(i, 7)-component I ; (4, §) of I}, | is one if F} contains F]Hl otherwise
zero. Let aq,...,a, be the set of all symbols in ¥ for which arx € Fil
for some x € FJHl. We then define the (i, j)-component of the matrix
MP 13, ]) as Mﬁlﬂ(i,j) =a;+---+a,: the formal sum of ay,...,a,.
We can show that the pair (M?#, I*) becomes a symbolic matrix system.
We call it the canonical symbolic matrix system for A. We denote its
A-graph system by £4 = (VA EA XA 2A) and call it the canonical M-
graph system for A. The subshift A(aqa ya) associated with (MA T
coincides with the original subshift A.

§3 Strong shift equivalence and shift equivalence

In this section, we define strong shift equivalence and shift equiv-
alence between two symbolic matrix systems. For alphabets C, D, put
C-D={cdlce C;d€ D}. Forz =3 ,c; € 6¢c and y =}, di € &p,
define zy = Zj,k, cjdr € Ge.p.

Let (M, I) and (M’, I") be symbolic matrix systems over alphabets
¥, respectively, where M 11, [;1+1 are m(l) x m(l + 1) matrices and

Liv1r 4141 are m/(1) x m/(l + 1) matrices.
Definition. Two symbolic matrix systems (M,T), (M’ I) are said to
be strong shift equivalent in 1-step and written as (M, I) ~, (M’ 1)

if there exist alphabets C, D and specifications ¢ : ¥ — C - D and
¢ : ¥ — D - C such that for each [ € N, there exist an m(l — 1) x m/(l)
matrix H; over C' and an m/(l — 1) x m(l) matrix K; over D satisfying
the following equations:

¥ / / ¢
I My = HiKya, 11_1,1Mz,1+1 ~ KiHi4

and
! !
Hilpppq = L1, Hi41, Kiliiv1 =11 ,Kiy1.

Two symbolic matrix systems (M, I) and (M’ I’) are said to be
strong shift equivalent in N-step and written as (M, I) N (M, ') if

—st
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there exist symbolic matrix systems (M) ](i)),i =1,2,...,N—1such
that
~ 1 7))y ~ ) 72y ~
(M, I) 1—st (ML) 1—st(M )

1—st

~ (MU VD) & (M T),

1—st 1—st
We simply call it a strong shift equivalence.
We see the following theorem.

Theorem 3.1 ([Ma6]). Two subshifts A and A’ are topologically
conjugate if and only if their respect canonical symbolic matriz systems

(MA I and (MDY TN are strong shift equivalent.

In the proof given in [Ma6] of the only if part of Theorem 3.1, the bi-
partite A-graph system has been introduced and M. Nasu’s factorization
theorem for topological conjugacy between subshifts into bipartite codes
and symbolic conjugacies has been used. We can also prove Theorem
3.1 without using the Nasu’s result, by considering the state splitting of
A-graph systems. Let £ = (V| E, A1) be a A\-graph system over . Let P
be a partition of £. We put X171 = ¥ x ©/P and Yip) = /P x ¥ where
Y /P denotes the equivalence classes of ¥ by the partition P. Then we
can construct the out-split A-graph system gF! = (VP EP] A\[P] [Pl
over P! and the in-split A-graph system Lip = (V[p],E[p],)\[p], L['p])
over Yp) such that

(M, 1) = (MPLIPY and - (ML)~ (Mp), Iip))
where (M, I), (MP! T1P1y and (Mpy, I1p)) are the symbolic matrix sys-
tems for the A-graph systems £, £[P! and Lip) respectively. Full detail
of the construction will appear in [Mall].

We will state the notion of shift equivalence between two symbolic
matrix systems as a generalization of Williams’s notion for nonnega-
tive matrices and Boyle-Krieger’s notion for symbolic matrices. Let
(M, I), (M’ I') be two symbolic matrix systems over alphabets X, ¥’
respectively. For N € N, we put (X)V =3, (2)N =%/...3 : the
N-times products.

Definition. For N € N, two symbolic matrix systems (M, I), (M’ I")
are said to be shift equivalent of lag N if there exist alphabets Cy, Dy
and specifications

p1:2-Cy —-Cn - Y, po: %' Dy —- Dy - X
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and
P10 (B)YN — Cy - Dy, P21 (8)N — Dy - Cyn

such that for each [ € N, there exist an m(l) x m’(l+ N) matrix H; over
Cy and an m/ (1) x m(l 4+ N) matrix KC; over Dy satisfying the following
equations:

P1 ’ 7 Y2
My Hier 2 M N ev+, MK = KM vy,
d)l 7 / ’¢'2
Lt NMignipon = HiKig N, L nMipniven = KiHip N
and
/ !
Do ey = Ly nginves De K = Kl v v

We denote this situation by

(M, I) ~ (MY or (H,K): (M, I) ~ (M, I)
lagN lagN

and simply call it a shift equivalence.

Proposition 3.2. Strong shift equivalence in N-step implies shift
equivalence of lag N.

84 Nonnegative matrix systems and dimension groups

A nonnegative matrix system consists of two sequences of rectangu-
lar matrices (A; 41, 11,141),0 € N. The matrices A; ;41 have entries in
nonnegative integers and the matrices I; ;1 have entries in {0,1}. They
satisfy the following commutation relations

I Aipr 2 = Apipi lig 42, [ €N.

We assume that for ¢ there exists j such that the (i,7)-component
I11+1(i,7) = 1 and for j there uniquely exists ¢ such that [, ;41(¢,j) = 1.
We denote it by (A, T).

Lemma 4.1. For a symbolic matriz system (M, I), let M; ;11 be
the m(l) x m(l + 1) rectangular matriz obtained from M, 1 by setting
all the symbols equal to 1. Then the resulting pair (M,I) becomes a
nonnegative matriz system.

For nonnegative matrix systems we formulate strong shift equiva-
lence and shift equivalence as follows.
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Definition. Two nonnegative matrix systems (A, I), (A, I') are said to
be strong shift equivalent in 1-step and written as (A, I) = (A", I') if
—8

for each | € N, there exist an m(l — 1) x m/(l) matrix H; with entries in
nonnegative integers and an m/(l — 1) x m(l) matrix K; with entries in
nonnegative integers satisfying the following equations:

/ /
L1, AL4 = HK g, L 1A= KiH

and
! /
Hlj =L, iy, Ky =1, K4

Two nonnegative matrix systems (A, ) and (A’,I’) are said to be

strong shift equivalent in N-step (A,I) =~ (A’,I') if there exist non-
g 9 N—st

negative matrix systems (A 1(9) i =1,2,...,N — 1 such that
o (A DY ~ (4@ T@Y) ~
(A1)~ (AD,10) ~ (A, 1®)

1—st

~ (N-1) p(N-1) ~ oyl
1—st(A 1 ) 1—st (A%1).
We simply call it a strong shift equivalence.

For a nonnegative matrix system (A, I), we set the m(l) x m(l + k)
matrices:

Ljvk =T - Dipag2 0 Dipe—1,04ks
A+ = A1 - Aivrag2 - Alvk—1,04 k-

Definition. Two nonnegative matrix systems (A, I), (A", I’) are said to
be shift equivalent of lag N if for each [ € N, there exist an m(l) x m’(l+
N) matrix H; with entries in nonnegative integers and an m/(l) xm(l+N)
matrix K; with entries in nonnegative integers satisfying the following
equations:

/ !
A Hier = HiAy vty A K = KiAien e+,
! /
HiKiyN = L1+ NAI4 N 42N, KiHiyn =11y NAI4 N 142N
and
! /
LpriHipy = Hily noyne, DK = Kl npe v+t

We write this situation as

!/ . ~ oyt
(AD) ~ (A1) or (HK):(AT) ~ (A1)

and simply call it a shift equivalence.
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Proposition 4.2. If two symbolic matriz systems are strong shift
equivalent in N -step (resp. shift equivalent of lag N ), then the associated
nonnegative matriz systems are strong shift equivalent in N-step (resp.
shift equivalent of lag N ).

We describe the matrix relations appearing in the formulations of
strong shift equivalence and shift equivalence between nonnegative ma-
trix systems in terms of certain single homomorphisms between induc-
tive limits of associated abelian groups. For a nonnegative matrix system
(A, I), the transpose Izt,z 41 of the matrix [; ;1 naturally induces an or-

dered homomorphism from Z™®) to Z™¢+1  where the positive cone
ZT(I) of the group Z™W is defined by

Z7 = {(n1,ng,. .., nmey) € Z"Pln; > 0,i=1,2...m(1)}.
We put the inductive limits:

Zpe = lim{I},,, : zmO _, gm+)y
!
1 m(l m(l+1
2t =lim{I{;,, : 27Y -z Yy,
!

The canonical homomorphism ¢; : Z™Y — Z;. is injective. By the re-
lation: Ij ;414141142 = Ari+11141,1+2, the sequence of the transposed
matrices Af,l 41,0 € N of the matrices A1, € N yields an endomor-
phism of the ordered group Zr:. We write it as A(4,r). For nonnegative
matrix systems (A4,1),(A’,I') and L € N, a homomorphism & from the
group Zy: to the group Zj.: is said to be finite homomorphism of lag L
if it satisfies the condition

zm™Dy c z™ L) foralll e N

where Z™® and Z™'® are naturally imbedded into Zj: and Zj« respec-
tively.

Lemma 4.3. Two nonnegative matriz systems (A, I) and (A’,I")
are shift equivalent of lag N if and only if there exist order preserving
finite homomorphisms of lag N: & : Zye — Zyie and m : Zpe — Zje such
that

Ay o =&0 A, A,y °N =10 Aar)

and
no=Aan  §°0=Aa 1)



310 K. Matsumoto

In particular, (A,I) and (A’,I') are strong shift equivalent in 1-step if
and only if there exist order preserving finite homomorphisms of lag 1:
&2yt — Zypie and n: Ly — Zye such that

no&=2Xa,n,  §on=Au.r.

For nonnegative matrices, W. Krieger in [Kr2],[Kr3] showed that
shift equivalence relation is the complete relation that defines the same
dimension triples. We next formulate dimension groups for nonnegative
matrix systems. Let (A, ) be a nonnegative matrix system. We set
Zy:(k) = Z. and Z},(k) = Z1, for k € N. We define an abelian group

and its positive cone by the following inductive limits:

A(AJ) = h_n)l{)\(A,I) : Z]t(k) — th(k + 1)}’

k
AELA,I) = lil_{l{)\(A,I) LT (k) = ZH(k+ 1)}
k

The ordered group (A(AJ%AEFA,I)) is called the dimension group for
(A,I). The map 64,y : Zy:(k) — Zg:(k + 1) defined by 64,1 ([X, k]) =
([X,k+1]) for X € Zp: yields an automorphism on A (4 1y that preserves
the positive cone AEFA, - We also denote it by 6.4 ) and call it the
dimension automorphism. We call the triple (A(A,I), AZLA’I), 6a,ny) the
dimension triple for (A,I) and the pair (A4 1),0ca,1)) the dimension
pair for (A,I).

Proposition 4.4. If two nonnegative matrix systems are shift
equivalent, their dimension triples are isomorphic.
§5 K-groups, Bowen-Franks groups and flow equivalence

Let (A,I) be a nonnegative matrix system. For [ € N, we set the
abelian groups

K§(A, 1) =z /(1f - AL )Zm™W,
Ki(A, 1) = Ker(If 11y — Af 14,) in 270

Then the map If,,, : 7m0 — 7zmU+Y) patyurally induces homomor-
phisms between the groups:

it KN(A T) —» KA, D) for %=0,1.
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Definition. The K-groups for (A, I') are defined as the following induc-
tive limits of the abelian groups:

Ko(A,T) =lim{s}, : K}(A,I) — KA, 1)},
l

Ki(A, 1) =lim{7 : K}(A, 1) - KITY(4,1)}.
l

The groups K. (A, I) are also represented as in the following way

Proposition 5.1.
(1) Ko(A,I) :Z[t/(ld—A(A,[))Z]t,
(11) Kl (A,I) == Ker(ld — >\(A,I)) m ZIt.

As the automorphism 64 1) is given by A4 1) = {Af,l+1} on Aca, 1,
we have

Proposition 5.2.

(i) Ko(A,I)=Awn/(d—56an)Aw,n
(ll) Kl(A,I) - Kel‘(ld — 6(14’[)) m A(A,I)'

Set the abelian group

Zp = Wm{l; - 2D 7m0y
l

the projective limit of the system: I;;;; : Z™+1) — 7m0 | € N. The
sequence A; ;41,! € N naturally acts on Z; as an endomorphism that we
denote by A. The identity on Z; is denoted by 1.

Definition. For a nonnegative matrix system (A, I),

BF°(A,I)=7;/(I - A)Z;,  BF'(A,I)=Ker(I — A) in Z;.
We call BF(A,I),i=0,1 the Bowen-Franks groups for (A, I).

Theorem 5.3. The K-groups and the Bowen-Franks groups are
mvariant under shift equivalence of nonnegative matrix systems. Hence
the K-groups and the Bowen-Franks groups of the canonical symbolic
matriz systems for subshifts are invariant under topological conjugacy of

the subshifts.

The following formulation of the universal coeflicient type theo-
rem comes from the Universal Coeflicient Theorem for K-theory of C*-
algebras (cf.[Bro],[Rs]). It says that the Bowen-Franks groups are deter-
mined by the K-groups.
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Theorem 5.4 ([Ma6]).

(i) There ezists a short exact sequence

0 — Ext(Ko(A, I),Z) - BF°(A,I) - Homz (K1 (A, I),Z) — 0

that splits unnaturally.
(i)
BF(A,I) = Homz(Ko(A,I),Z).

Parry-Sullivan showed that the flow equivalence relation on home-
omorphisms of Cantor sets is generated by topological conjugacies and
operations called expansions ([PS]). For the case of topological Markov
shifts, they also gave a description of the expansions in terms of a matrix
operation. By using their result, Bowen-Franks in [BF] proved that for
an n X n nonnegative matrix A the groups Z" /(1 — A)Z™ and Ker(1— A)
are invariant under flow equivalence of the topological Markov shifts A 4
for the matrix A. We can generalize the Parry-Sullivan’s argument and
the Bowen-Franks’s proof to the canonical nonnegative matrix systems
for subshifts.

Theorem 5.5 ([Ma8]). The K-groups and Bowen-Franks groups
of the canonical nonnegative matriz systems for subshifts are invariant
under flow equivalence of the subshifts.

This result first has been shown by using a C*-algebra technique
under some conditions on subshifts in [Ma3] (cf.[Ma7]). For the case
of topological Markov shifts, Cuntz-Krieger [CK] and Cuntz [C3] had
discussed their flow equivalence by C*-algebra approach and obtained
the corresponding result to the above theorem (cf. [H], [H2]).

§6 Spectrum

We fix a nonnegative matrix system (A,1). A sequence {v'};en of
vectors v! = (vll,...,vfn(l)) e €™M ] € N is called an I-compatible

vector if it satisfies the conditions:
vt =T 0t for all 1€ N.

An I-compatible vector {v'};cy is said to be nonzero if v' is a nonzero
vector for some [. If v} > O foralli=1,...,m(l) and [ € N, the sequence
{v'}1en of vectors is said to be nonnegative. If there exists a number M

such that Z;Z(ll) lvl| < M for all | € N, {v'},¢n is said to be bounded.
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Definition. For a complex number 3, a nonzero I-compatible vector
{v'} is called an eigenvector of (A, ) for eigenvalue {3 if it satisfies the
conditions:

Ap g0t = ot forall [€N.

An eigenvalue [ is said to be bounded if it is an eigenvalue for a bounded
eigenvector. Let Sp* (A, I) be the set of all nonzero eigenvalues of (A, I)
and Sp; (A, I) the set of all nonzero bounded eigenvalues of (A, ). We
call them the nonzero spectrum of (A, I) and the nonzero bounded spec-
trum of (A, I) respectively.

Proposition 6.1. The nonzero spectrum and the nonzero bounded
spectrum are invariant under shift equivalence of nonnegative matriz
systems.

We denote by ‘B; the set of all bounded I-compatible vectors. It is
a complex Banach space with norm || -||; where ||v||; = sup;, Z;’;(ll)h)f\ for
v = {v!}en, vt = (vﬁ)izl,...7m(l). The sequence A;;4+1,! € N of matrices
gives rise to a bounded linear operator on the Banach space B;. We
denote it by L 4.

Proposition 6.2. A complex number 3 belongs to Spy(A, I) if and
only if it satisfies Lav = PBv for some nonzero v € By. In particular,
the spectral radius of the operator La on B belongs to Spg( (A, I).

We say a symbolic matrix system (M, I) to be left resolving if a sym-
bol appearing in M, ;41(¢,j) can not appear in M 41(7,j) for other
i’ # 1. A canonical symbolic matrix system is left resolving. The follow-

ing proposition states a relation between spectrum and the topological
entropy of subshift ([MWY], cf.[EFW]).

Proposition 6.3. Let (M, I) be a left resolving symbolic matriz
system and (M, I) its associated monnegative matriz system. For any
B € Spp(M,I), we have the inequalities:

log || <logrm < hiop(Aam,1))

where T 45 the spectral radius of the operator Ly on B and Apq 1) s
the associated subshift with (M, T).

87 Examples
Let M be an n x n nonnegative matrix . Put for each [ € N

A1 = M, I} 141 = the n x n identity matrix.
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Then (A, I) is a nonnegative matrix system. We know

Ko(A, I) =Z"/(1 — MY)Z", Ki(A,I) = Ker(1 — M?") in Z",
BF°(A,I) =Z"/(1 — M)Z"™, BF'(A,I) = Ker(1 — M) in Z™,

Hence we have

Ko(A,I) =BF°(A,I)
=BF (M) : the original Bowen-Franks group for M,
Ki1(A,I)=BF'(A,I) = the torsion-free part of BF(M).

Note that for a general nonnegative matrix systems (A, 1), BF1(A,I)
is not necessarily the torsion-free part of BF°(A,I) as in the following
examples.

We will next present examples of the groups K,, BF* for canonical
nonnegative matrix system of nonsofic subshifts (cf. [KMW]). Let Z be

the subshift over {1,2,3} whose forbidden words are {32™1%3|m # k}
where the word 32™1F3 means 32---21---13. Let D be the Dyck
e S~

m times k times
shift over brackets (,),[,] whose forbidden words consist of words that

do not obey the standard bracket rules (cf. [AU], [Kr]). We denote
by (A% 1%),(AP,IP) and (AP*[" [P*["]) the canonical nonnegative
matrix systems of the subshifts Z, D and the product subshift between
D and the full n-shift [n] respectively.

Proposition 7.1 ([Ma5], [Ma9]).
(1)

Ko(AZ,I?) =BF'(A?,I?) =Z
K,(A%,1%) =BF°(A%,I%) = 0.

(i)

Ko(AP IP) = ZZ BFY(AP IP) = HZ
K, (AP IP) =BF°(AP IP) = 0.
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(iii)
Ko(ADXIn [Dx[n)) o Z[l]oo, Ky (ADXIn] [Dx[nly =
n

BFO(AP*In  Px[ry = TT(limZ/n'Z) /Z
N 4

N H n — adic infinite polynomials
N

n — adic finite polynomials ’

BFI(ADX[TL],IDX[n]) o~
where [[(UmZ/n'Z)/Z is the countable infinite product of the quotient

group by 7. of the natural projective limit: Z/nZ «— Z./n?Z «— - -.

Corollary 7.2.

(i) The subshift Z is not flow equivalent to any of the product sub-
shifts D x [n],n=1,2,---.
(ii) D x [n] is not flow equivalent to D x [m] for n # m.

§8 Connection to C*-algebra K-theory

The author in [Ma] ( cf.[CaM],[Mal0]) has constructed the C*-
algebra O, associated with subshift A as a generalization of the Cuntz-
Krieger algebra O 4 associated with topological Markov shift A 4 for ma-
trix A with entries in {0,1} ([CK]). The C*-algebra O, has a canonical
action of the one dimensional torus group, called gauge action and writ-
ten as ap. The fixed point algebra F of O under ap is an AF-algebra
which is stably isomorphic to the crossed product Op xo, T ([Ma2]).

Proposition 8.1 ([Ma7], [Mal2], [CK]). Iftwo subshifts A and

A’ are topologically conjugate, we have
(OA QK,ap ® id) = (OAI QK,an ® id)

where K is the C*-algebra of all compact operators on separable infinite
dimensional Hilbert space.

Let (M, I) be the canonical nonnegative matrix system for the sub-
shift A. The invariants mentioned above are described in terms of the
K-theoretic objects for the C'*-algebras as in the following way, where if

A is a topological Markov shift A 4 the corresponding results have been
seen in [C3], [CK].
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Theorem 8.2.

(Aa,1ys Alasny aa.1) = (Ko(Fa), Ko(Fa)+, dax),
Ki(M,I)=K;(O4), i=0,1,
BFY(M,I) = Ext""1(0,), i=0,1

where oy denotes the dual action of ap and Ext*(On) = Ext(Oy),
Ext?(0)) = Ext(Op ® Co(R)).

The normalized nonnegative eigenvectors of (M, ) exactly corre-
spond to the KMS-states for a, on the C*-algebra O,. Hence the set of
all bounded spectrums with nonnegative eigenvectors are the set of all
inverse temperatures for the admitted KMS states ((MWY],cf.[EFW]).

As the K-groups and the Ext-groups for C*-algebras are stably iso-
morphic invariant, it is possible to know that the dimension triples, the
K-groups and the Bowen-Franks groups for the canonical nonnegative
matrix systems for subshifts are topological conjugacy invariants of the
subshifts by using Proposition 8.1 and Theorem 8.2 under some condi-
tions on subshifts.

In [Mal0], as a generalization of the C*-algebras associated with
subshifts, construction of C*-algebras from symbolic matrix systems are
introduced.
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Relative positions of four subspaces
in a Hilbert space and subfactors

Yasuo Watatani

Abstract.

We study relative positions of four subspaces in a Hilbert space.
Gelfand-Ponomarev gave a complete classification of indecomposable
systems of four subspaces in a finite-dimensional space. In this note
we show that there exist uncountably many indecomposable systems
of four subspaces in an infinite-dimesional Hilbert space. We extend
a numerical invariant, called defect, for a certain class of systems
of four subspaces using Fredholm index. We show that the set of
possible values of the defect is {%; n € Z}.

§1. Introduction

This is an announcement of the joint work [EW] with M. Enomoto.

The relative position of one subfactor in a factor has been proved
quite rich after the work [J] of Jones. But the relative position of one
subspace of a Hilbert space is extremely poor and simply determined by
its dimension and co-dimension. The aim of the paper is to cover up the
poorness by considering the relative position of several subspaces.

It is a well-known fact that the relative position of two subspaces F
and F in a Hilbert space H can be described completely up to unitary
equivalence as in Dixmier [D] and Halmos [H|. The Hilbert space is the
direct sum of five subspaces:

H=(ENF)® (therest) @ (ENFY) @ (E-NF)® (EX nFh).

In the “rest part”, E and F are in generic position and the relative
position is described only by the “angles” between them. In fact, let e
and f be the projections onto E and F' respectively. Then e and f look
like
1 0
e = I(e/\f)H S% ( 0 0 > @I(e/\fJ_)H 080,

2000 Mathematics Subject Classification. Primary 46C05, 46C06, 461.37.
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2 cs
f=Lerpya @ cs 82 G®O0D Icipnpym ®O,

where c and s are two positive operators with null kernels and ¢?+s2? = 1.
By the functional calculus, there exists a unique positive operator 6,
called the angle operator, such that ¢ = cosf and s = sinf with
0<60< 7.

Consider two self-adjoint unitaries u =2e — 1 and v = 2f — 1. It is
obvious that there is a bijective correspondence between the set of two
subspaces in a Hilbert space H and the set of unitary representations
7 of the free product Gy = Z/2Z « Z/2Z = (a,b) of the cyclic groups
of order two on H through m(a) = u and w(b) = v. Similarly there is
a bijective correspondence between the set of n subspaces in a Hilbert
space H and the set of unitary representations of the free product G,, =
Z/2Z x - - - x Z/2Z (n-times) of the cyclic groups of order two. It is well-
known that for n > 3 the group G,, is non-type I and non-amenable.
Therefore it seems brave and stupid to study the relative positions of n
subspaces for n > 3 up to unitary equivalence. To avoid the difficulty,
we forget the angles and consider a weaker equivalent relation for the
systems of n-subspaces as topological vector spaces.

We say that two systems S = (H; Fy,--- ,E,)and 8’ = (H';Ef, -+,
E!) of n subspaces in Hilbert spaces H and H’ are similar if their exists
a bounded invertible operator T' : H — H' satisfying TFE; = E! for
i=1,--,n.

We should study an indecomposable system S = (H; Ey,--- , E,) of
n-subspaces in the sense that the system S can not be similar to a direct
sum of two non-zero systems. Consider the case that the Hilbert space H
is finite-dimensional. Then we have four indecomposable systems of two
subspaces. We have nine indecomposable systems of three subspaces.
They are trivial ones, that is, H is one dimensional, except one system.
But, in the old paper [GP], Gelfand and Ponomarev showed that there
exist infinitely many indecomposable systems of four subspaces with
higher finite dimensions and surprisingly they completely classified them.

We shall show that there exist infinitely many indecomposable sys-
tems of four subspaces in an infinite-dimensional Hilbert space H.

The most important numerical invariant of a subfactor N C M is
the Jones index [M : NJ| introduced in [J]. Similarly the most impor-
tant numerical invariant of a system § = (H;Ey, Es, E3, E4) of four
subspaces in a finite-dimensional Hilbert space H is the defect

4
p(S) = _dim E; — 2dim H

=1
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introduced by Gelfand-Ponomarev in [GP]. We shall extend their notion
of defect p(S) for a certain class of systems S of four subspaces in an
infinite-dimensional Hilbert space H using Fredholm index. If a pair
N C M of factor-subfactor is finite-dimensional, then Jones index [M :
N] is an integer. But if N C M is infinite-dimensional, then Jones index
[M : NJ is a non-integer in general. One of the amazing facts was that
the possible value of Jones index is in {4cos*Z | n = 3,4,---} U [4, o).
Similarly if a system S = (H; E1, E2, E3, E,) of four subspaces is finite-
dimensional, then the defect p(S) is an integer. Gelfand-Ponpmarev
showed that if a system S is indecomposable and finite-dimensional,
then the possible value of defect p(S) is exactly in {—2,—-1,0,1,2}. We
show that the set of values of defect for indecomposable systems of four
subspaces in an infinite-dimesional Hilbert space is {%;n € Z}.

Sunder also considered n subspaces in [S]. But his interest is opposite
to ours. In fact he studied the case that the Hilbert space H is the
algebraic sum of the n subspaces and solved the statistical problem of
computing the canonical partial correlation coefficients between three
sets of random variables.

§2. Systems of n subspaces

Our purpose is to study relative positions of n subspaces in a Hilbert
space. Let H be a (separable) Hilbert space and Ej,---,E, be a fi-
nite family of subspaces of H. We shall write S = (H;Ey,---,E,)
for such a system of n subspaces. Let S = (H;FEy,--- ,F,) and &’ =
(H'; E],--- ,E!) be systems of n subspaces. We say that S and &’ are
similar, denoted by S ~ &', if there exists a bounded linear operator
T:H — H’such that B/ =TF,; fori=1,--- ,n. We say that S and &'
are unitary equivalent if there exists a unitary operator u : H — H' such
that B = uE; for i = 1,--- ;n. We study relative positions of n sub-
spaces up to similarity to ignore angles between subspaces in a certain
sense. We denote by S®S’ the direct sum (HOH'; E1®E1,--- , E,®E))
of two systems S and S’. We write S =0 if H = 0.

Lemma 1. Let H be a Hilbert space and S = (H; Ey, E3) a system
of two subspaces. Then the following are equivalent:

1. There exists a closed subspace M C H such that
(H;Ey, Es) ~ (H; M, M™)
2. H:E1+E2 and ElﬂEQ;O.

Definition. Let S = (H; E;,---, E,) be a system of n subspaces in a
Hilbert space H. We say that S is decomposable if there exists non-zero
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systems &7 and S of n subspaces such that S ~ &7 & Sy, It is useful
to note that S is decomposable if and only if there exist non-zero closed
subspaces H; and Hy of H such that Hy + Ho = H, H; N Hy = 0 and
E,=FE,NH{+E;NHyfori=1,--- ,n. Wesay S is indecomposable if
S is not decomposable.

Example 1. Let H = C2. Fix an angle § with 0 < 6 < 7/2. Put
E; = C(1,0) and Es = C(cosb, sinf). Then

(H; Eq, Es) ~ (C;C,0) & (C;0,C)

Hence (H; E1, E2) is decomposable. Let e; and e; be the projections
onto Ey and E,. Then the C*-algebra C*({e;,e2}) generated by e; and
e is exactly B(H) = M2(C). Thus the irreducibility of C*({e1,e2})
does not imply the indecomposability of S = (H; E1, Es).

Remark. Let S = (H; Ey, - -+ , E,) be a system of n subspaces in a
Hilbert space H. Let e; be the projection of H onto E; fori=1,--- ,n.
If S = (H;F,---,FE,) is indecomposable, then the C*({ey, -+ ,en})
generated by eq,--- , e, is irreducible. But the converse is not true as in
Example 1.

Example 2. Let H = C2. Put £, = C(1,0), E; = C(0,1) and
FEs = C(1,1). Then § = (H; E1, E», E3) is indecomposable.

Example 3. Let H = C? and {a,,az, az} be a linearly independent
subset of H. Put F; = Ca;, F; = Cas and F3 = Caz. Then § =
(H; E4, Fs, E3) is decomposable. In fact, let H; = E1VE; # 0and Hy =
FEs#0. Then Hi+ Hy,=H, HHNHy, =0and F; = E;NHy+ E; N Hy,
fori=1,2,3.

Example 4. Let H = C? and {b1,b2,b3,bs} be a subset of H. Put
E,=Cb; fori =1,---,4. Consider a system S = (H; E}, Es, E3, E4) of
four subspaces. Then the following are equivalent:

1. S is indecomposable.
2. Any three vectors of {by,bs, b3, bs} is linearly independent.
3. The set {b1, by, b3} is linearly independent and by = A\1b; + Aobs +
Asbs for some scalars \; #0 (1 = 1,2,3).
Assume that {u1,uz,us,us} C H and {vi,ve,v3,v4} C H satisfy the

above condition (2). Then § = (H;Cu;,Cus, Cus,Cuy) and 7 =
(H; Cvy, Cug, Cus, Cu,) are similar.

Example 5. Let H = C?. Put E; = C&C®0, E, = C(1,1,1) and
Es = C(1,2,3). Then a system S = (H; E, Fs, E3) is decomposable.
In fact, let E{ = (Fy Vv E3) N E; and H; = E; N (E})* # 0. Let
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H2 = EQ\/Eg 75 0. Then H1+H2 = H, HlﬂHQ = H and Ez =
E; N H; +EiﬂH2,fori:1,2,3.

Example 6. Let H = C3. Put E;, =C® C&®0, E; = C(0,0,1),
FE5 =C(0,1,1) and Fy = C(1,0,1). Then asystem S; = (H; E1, Es, Es,
E,) of four subspaces is indecomposable.

Example 7. Let H = C3. Put E;, =C® C®0, E, = C(0,0,1),
E; = C(1,0,0) ® C(0,1,1) and E4 = C(1,0,1). Then a system S; =
(H; E4, Fs, E3, E4) of four subspaces is indecomposable.

Example 8. Let H = C°. Put F1, =C @ Ca®0, E; = C(0,0,1),
E; = C(1,0,0) ® C(0,1,1) and E4; = C(1,0,1) & C(0,1,0). Then a
system S3 = (H; E1, E», E3, Ey4) of four subspaces is indecomposable.

Example 9. Let H = C3. Put E; = C(1,0,0) ® C(0,1,0), Ey =
C(0,1,0) ® C(0,0,1), E5 = C(1,0,0)® C(0,1,1) and E4 = C(0,0,1) &
C(1,1,0). Then a system S4 = (H; F1, E, E5, E4) of four subspaces is
indecomposable.

Remark Any two of the above indecomposable systems Sy, --- , Sy
of four subspaces are not similar.

Example 10. Let K = (?>(N) and H = K @ K. Consider a
unilateral shift S : K — K. Let 1 = K& 0, EFs = 06 K, E3 =
{(z,Sz) € H|lz € K} and E, = {(z,z) € H|z € K}. Then a system
Sy = (H; Ey, By, E3, Ey) of four subspaces in H is indecomposable.

Example 11.(Harrison-Radjavi-Rosental [HRR]) Let K = ¢?(Z)
and H = K @& K. Consider a sequence (an)n given by o, = 1 for
n < 0 and a, = exp((—1)"n!) for n > 1. Consider a bilateral weighted
shift S : Dr — K such that T(zn)n = (@n-1Zn—1)n with the do-
main Dy = {(zn)n € 2(Z)|>, |anzn|* < oo}. Let By = K &0,
Ey, = 0® K, Es = {(z,Tz) € Hlx € Dr} and Ey = {(z,z) €
H|z € K}. Since {0, H, Ey, E5, E5, E4} is a transitive lattice, a system
Sy = (H; E1, Es, E3, Ey) of four subspaces in H is indecomposable.

Definition. Let S = (H; F1,---, E,) be a system of n subspaces

in a Hilbert space H. Then the orthogonal complement of S, denoted
by S*, is defined by S* = (H; Ei-,--- ,E).

Proposition 2. Let H be a Hilbert space and S = (H; Fy,--- , E,)
a system of four subspaces in H. Then S is indecomposable if and only
if St is indecomposable.
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§3. Classification of two subspaces

Let S = (H; Ey,--- , E,) be a system of n subspaces in H. We say
that S is trivial if dim H = 1.

Gelfand-Ponomarev [GP] claim that if H is finite-dimensional, then
every indecomposable system of S = (H; E;, E;) of two subspaces is
trivial and similar to one of the following four systems:

S = (C;C,0), S, =(C;0,C), S;=(C;C,C), S;=(C;0,0).

Any system of two subspaces is similar to a direct sum of a finite
number of indecomposable systems above.
We consider the case that H is infinite-dimensional.

Proposition 3. Let H be a separable infinite-dimesional Hilbert
space and S = (H; E1,Es) a system of two subspaces in H. If S is
indecomposable, then S is similar to one of the following four systems:

Sl = (C,C,O), 82 = (0707 C)7 83 = (C7 C,C), 84 = (C$09 O)

§4. Classification of three subspaces

Gelfand-Ponomarev ([GP]) also claim that if H is finite-dimensional,
then there exist nine different indecomposable system S = (H; E1, Es,
Es5) of three subspaces in H. The eight of them are trivial and similar
to one of the following systems:

S =(C;0,0,0), S =(C;C,0,0), S;=(C;0,C,0),
Sy =(C;0,0,C), S5 =(C;C,C,0), Ss=(C;C,0,C),
S;=(C;0,C,C), S =(C;C,C,C)
The only non-trivial indecomposable system of three subspaces is
S = (C?%*C(1,0),C(0,1),C(1,1))

up to similarity.

§5. Classification of four subspaces

The classification of indecomposable systems S = (H; Ey, Fs, Fs,
E4) of four subspaces in a Hilbert space H is a central problem. If
H is finite-dimensional, Gelfand-Ponomarev [GP] completely classified
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them and gave a complete list of their canonical forms. Their important
numerical invariants are dim H and the defect

4
p(S) = _dim E; — 2dim H.

=1

Proposition 4 (Gelfand-Ponomarev [GP]). If a system S of four
subspaces in a finite-dimensional H is indecomposable, then a possible
value of the defect p(S) is exactly in the set {—2,—1,0,1,2}.

The defect characterizes an essential feature of the system. If p(S) =
0, then there exists a pair of linear operators A: E — Fand B: FF — F
and the system S = (H; E1, Fs, F3, E4) is described up to permutation
by H=E®F,E; =E®0, E; =0® F, E3 = {(z,Az) € H|z € E}
and FEy = {(By,y) € Hly € F}. If p(S) = £1, then S is given up to
permutation by H = EF® F, E, = E®0, B =0® F, E3 and E4 are
subspaces of H that do not reduced to the graphs of the operators as in
the case that p(S) = 0. A system with p(S) = +2 cannot be described
in the above forms.

Following [GP], we write down the canonical forms of indecompos-
able systems § = (H;Ey, Es, E3, E,) of four subspaces in an finite-
dimensional space H up to permutation. We first consider the case
when dim H is even and 2k for some positive integer k. There exist no
indecomposable systems S with p(S) = +2. Let H be a space with a
basis {ela" ’ 7ekaf1a' o 7fk:}

The system S3(2k,—1) = (H; E1, Es, E3, E4) has the defect p(S) =
—1 and given by

El :[ela"' 7616]7 E2:[f1)"' 7fk]7

Es={((ea+ f1), - ,(ex + fru—1)], Ea=1{(ex + f1), -, (ex + fr)].

The system S3(2k,1) = (H; Ey, Ea, E3, E4) has the defect p(S) =1 and
given by

El :[617"' aek']) EZ :[fla"' ’fk]a

B3 = e, (e2+ f1),---, (e + fr—1), frl, Ea=[(ex + f1),--- , (ex + fr)]-

The system S; 3(2k,0) = (H; E1, B3, E3, E4) has the defect p(S) = 0
and given by

El :[ela"' 9616]’ E2:[f17“' 7fk!]7

Bz =ler,(e2+ f1), s (ek + fre—1)], Ba=[(e1 + f1), -, (ex + fi)]-
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The system S(2k,0;\) = (H; Ey, E2, E3, E4) has the defect p(S) = 0
and given by

El = [617"' 7676]7 E2 = [fla"' 7fk]7
E3 = [(61 + )‘fl)a (62 + fl + )‘fZ)’ o 7(6k + fk—l + Afk)]a
Ey=[(ex+ f1),--, (ex + fi)]-
Every other system S;(2k,p), S; ;(2k,0) can be obtained from the
systems S3(2k, p), S; 3(2k,0) by a suitable permutation of the subspaces.

Let o be a permutation on the set {1,2,3,4} and S = (H; F1, F2, Fs, Ey)
a system of four subspaces. We define

0S = (H; Ec-1(1), Ec-1(2), Eg-1(3), Eg-1(1))-

Let o0;; be the transposition (¢,7). We put S;(2k,p) = 03,S3(2k, p)
for p = —1,1. We also define S; ;(2k,0) = 04,,03,;51,3(2k,0) for i,5 €
11,2,3,4).
We next consider the case dim H = 2k + 1, odd (for some positive
integer k). Let H be a space with a basis {e1, - ,er, exi1, f1, ", fx}-
The system Si(2k + 1,—1) = (H; Ey, Ea, E3, E4) has the defect
p(S) = —1 and given by

El - [617"' aekyek-}-l]) E2 — [f17"' 7fk:]7

B3 =[(e2 + f1), -+, (ex+1 + fr)], Ea = [(ex + f1), -, (ex + fi)]-
The system S2(2k + 1,1) = (H; Eq, E2, E3, E4) has the defect p(S) =1
and given by

El - [617'.' 1ek7€k+1]7 E2 - [fla"' 7fk:]7

E3 == [61>(62+f1)7' T 7(€k+1+fk‘>]7 E4 - [(61+f1)7' o >(ek:+fk>7ek+l]'
The system &1 3(2k+1,0) = (H; E4, Eo, E3, E4) has the defect p(S) =0
and given by

El - [617"' 7ek7€k+1]7 E2 - [fl?"' 7fk]7

By =lei,(e2+ f1), -, (entr + fi)l, Ea=[(ex + f1), -, (ex + fi)l.
The system S(2k + 1, —2) = (H; E1, Es, E3, FE4) has the defect p(S)
= —2 and given by
Ey=ler, exepq1], E2=[f1,, ful,
Es=[(ex+ f1), -+, (ext+1 + f&)], '
Ey=[(e1 + f2), -+, (ex—1 + fr), (exr + ext1)].
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The system S(2k+1,2) = (H; E1, Es, E5, F4) has the defect p(S) =
2 and given by

E, = [61,"' ,Gk,€k+1], Ey = [fl,"' ,fk])
B3 = [e1,(e2 + f1),, (ex+1 + fi)],
Ey = [f1,(e1+ f2), -+, (er—1 + fi), (ex + exy1)]-

We put S;(2k + 1,-1) = 01;5:1(2k +1,-1), &2k + 1,41) =
0'272'82(2]6 + 1, 1), SZ’J(2I€ + 1,0) = Ul’iag,j51’3(2k + 1,0) for ’L,] €
{1,2,3,4}.

Theorem 5 (Gelfand-Ponomarev [GP]). If a system S of four sub-
spaces in a finite-dimensional H is indecomposable, then S is similar to
one of the systems S; j(m,0), (i < 7,4,j € {1,2,3,4},m = 1,2,---);
S(2k,0,A), (A € C,A #0,\ # 1L,k = 1,2,---); S;(m,-1), S;(m,1),
(ie{1,2,3,4},m=1,2,---); S(2k+1,-2), S(2k+1,42),k =0,1,---)

We would like to investigate the case when H is infinite-dimensional.
The complete classification is at present far from being solved. But we
can show the existence of plenty of examples.

Theorem 6 ([EW]). There exist uncountably many indecompos-
able systems S = (H; E1, Fa, E3, E4) of four subspaces in an infinite-
dimensional Hilbert space H.

We shall extend the notion of the defect for a certain class of systems
using Fredholm index.

Definition. Let S = (H; F1, E2, E3, E4) be a system of four sub-
spaces in a Hilbert space H . For any ¢ # j € {1,2,3,4}, define a
bounded linear operator T;; = E; ® E; — H by Tij(z,y) =z +y. If T3
is a Fredholm operator, then ind T;; = dim (E;N E;) —dim (E; + E;)*.
We say that S is a Fredholm system if T;; is a Fredholm operator for
any 1 # j € {1,2,3,4}. We also say that S is a weak Fredholm system if
ker T;; and ker T} is finite-dimensional for any i # j € {1,2,3,4}. It is
clear that if S is a Fredholm system, then S is a weak Fredholm system.
For any weak Fredholm system S we define the defect of S, denoted by

p(S), by ,
p(S) =5 Z Ind T} ;.
1<i<j<4
The new definition of the defect agrees with the original one when H is
finite-dimensional. In that case the value of the defect is an integer.

Proposition 7 ([EW]). IfS is a weak Fredholm system, then the
orthogonal complement S* is also a weak Fredholm system and p(S1) =

—p(S).
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Recall that one of the amazing fact in subfactor theory was that the
possible value of the Jones index for a subfactor is in {4cos®Z | n =
3,4, - }U[4, 00]. We shall determine the possible value of the defect for
an indecomposable system S of four subspaces in an infinite-dimesional
Hilbert space.

Theorem 8 ([EW]). The set of possible values of the defect for in-
decomposable systems of four subspaces in an infinite-dimesional Hilbert
space is {5;n € Z}.
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